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Foreword 

This book is conceived as a monograph, and represents an up-to-date collection 
of information concerning the use of the method of X-ray photoelectron spec­
troscopy in the study of the electron structure of crystals, as well as a personal 
interpretation of the subject by the authors. 

In a natural way, the book starts in Chapter 1 with a recapitulation of the 
fundamentals of the method, basic relations, principles of operation, and a com­
parative presentation of the characteristics and performances of the most com­
monly used ESCA instruments (from the classical ones-Varian, McPherson, 
Hewlett Packard, and IEEE-up to the latest model developed by Professor 
Siegbahn in Uppsala), and continues with a discussion of some of the difficult 
problems the experimentalist must face such as calibration of spectra, prepara­
tion of samples, and evaluation of the escape depth of electrons. 

The second chapter is devoted to the theory of photoemission from crystal­
line solids. A discussion of the methods of Hartree-Fock and Hartree-Fock­
Slater for the calculation of bonding energy levels in multielectronic systems is 
presented, and the necessity of including in the theory both relativistic and 
relaxation effects is argued. A review of the methods of calculation of energy 
bands and wave functions in crystals (the OPW and APW methods, the method 
of Green's functions, the method of the pseudopotential) serves as a basis for the 
comparison of experimental data with the theoretical calculations, which follow 
in the next chapters. The increased interest, in recent years, in the study of dis­
ordered systems (the alloys of transition and noble metals) justifies the inclusion 
of the coherent-potential method in the same chapter. Further, the information 
given by the study of angular distribution of photoelectrons is summarized. 

Chapter 2 ends with a discussion of the possibilities, limitations, and per­
spectives of the present efforts to correlate the results of photoelectron spec­
troscopy and X-ray emission spectroscopy to the data obtained by using other 
experimental methods such as Mossbauer spectroscopy and nuclear magnetic 
resonance. 

The next four chapters discuss the presently available experimental data in 
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the study of the electron and X-ray spectroscopy of crystalline elements, alloys, 
and compounds, grouped as follows: 

Chapter 3: Metals and alloys 
Chapter 4: Sphalerite-type crystals 
Chapter 5: Halides of alkali and alkaline-earth metals 
Chapter 6: Compounds of the transition metals 

In Chapter 3, in which metals and alloys are discussed, the implications of 
the finite resolution of presently available instruments are emphasized, as they 
affect various regions in the periodic table of elements. The latest achievements 
of the coherent-potential method in the interpretation of the highly complex 
spectra of alloys are mentioned. 

In Chapter 4, the crystals of the zinc blende type are discussed. For this 
simple tetrahedral lattice, theoretical models are developed up to an advanced 
level. A detailed discussion is given about the possibilities of the pseudopotential 
model to describe the band structure of several large groups of crystals such as 
diamond, graphite, silicon, germanium, A3BS, A2B6 • Special attention is paid to 
the possibilities and limitations of far-ultraviolet spectroscopy in the study of 
valence and conduction bands of semiconductors. The importance of correlation 
of photoelectron spectroscopy, X-ray emission, and optical data is shown. The 
necessity of considering nonlocal pseudopotentials is commented on, and the 
possibility of improving in this way the agreement with experimental data in the 
upper part of the valence band is shown. The open problems in the further devel­
opment of the theory are presented, especially concerning the interpretation of 
the lower part of the valence band. 

In Chapter 5, the class of alkali halide crystals is discussed. Old data ob­
tained by X-ray emission and absorption and by absorption and emission in the 
far ultraviolet are reviewed in light of the new possibilities opened up by the 
methods of X-ray photoelectron spectroscopy, in which spectra belonging to 
different energy regions can be placed on the same scale. 

Chapter 6 is devoted to the problem of local states in compounds of transi­
tion metals. Long-range electron-electron correlation effects on the physical 
properties of compounds of transition metals are considered. Typical transitions 
from the metallic to an insulating state, by varying the temperature, are dis­
cussed in terms of d-electron long-range interactions in partially filled bands of 
these compounds. 

In Chapter 7, the study of solid surfaces using a group of experimental meth­
Dds (Auger electron spectroscopy and X-ray photoelectron spectroscopy) is pre­
sented from the point of view of the scientist interested more in the practical 
technological applications than in theoretical research. The topics of adsorption 
and oxidation processes, quantitative and qualitative surface analysis, and catal­
ysis are covered. 
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The last chapter of the book (Chapter 8) contains an analysis of the structure 
of photoelectron spectra. Multiplet splitting, shake-up and shake-off processes, 
plasmon excitations, and asymmetry of photoelectron lines in the case of un­
filled d bands are explained, and some guiding recommendations for their inter­
pretation are given. 

This monograph collects a large amount of information-mainly experimen­
tal and phenomenological-about the electron band structure of crystals that 
at present is widely spread in the literature. The book contains more than 500 
references and gives a fairly complete survey of the experimental situation up 
to 1975. It is very complete, indeed, in the description of work done in the 
USSR, where the authors themselves have been major contributors. The empha­
sis is primarily on the discussion of experimental data and phenomenological 
methods of their interpretation. Since the theoretical discussion is limited to 
basic concepts and standard theoretical methods, physicists who are more 
interested in recent theoretical developments in photoelectron spectroscopy 
will have to find other texts to supplement this volume. 

We feel that this volume will serve as a useful introduction to the field as 
well as a collection of important experimental data. 

Stig Lundqvist 
Per-Olaf Nilsson 
Irina Cure/aru 



Preface 

Our knowledge of the electron structure of atoms, molecules, and solid materials 
is based mainly on the study of the interaction of photons with electrons in 
bound atomic states. As a result of such interactions, secondary photons as well 
as electrons are emitted. Investigation of the energy spectra of these electrons 
provides information about the electron structure of the sample material. The 
incident and the emitted photons may have energies within a wide range of 
values, from the optical region to the X-ray region. The experimental method of 
investigation is similar for the whole energy range. 

The present monograph is devoted mainly to problems related to the study 
of the electron structure of crystals by the method of X-ray photoelectron spec­
troscopy. The basic aim of these studies is to extract information about the 
electron structure of gaseous, liquid, and solid samples from the energy and 
angular distributions of the photoelectrons emitted under bombardment with 
an incident beam of photons of given energy. 

Prior to the large-scale development of X-ray photoelectron spectroscopy, 
studies of the electron structure of materials in various physical states were 
carried out using the method of ultraviolet photoelectron spectroscopy. This 
method was developed largely through the work of F. I. Vilesov at Leningrad 
University. In ultraviolet photoelectron spectroscopy, the energy of the incident 
photons falls in the range of 10-15 eV. 

At present, He (21.22 eV) or He+ (40.81 eV) resonance lines are used as 
radiation sources. A number of papers have been published describing the use 
of synchrotron radiation in the study of photoelectron spectra in the energy 
range of 10 to 100 e V. The synchrotron radiation is characterized by a high 
intensity and a high degree of polarization. By using the synchrotron radiation 
in the energy region of about 100 eV, it is possible to study not only the valence 
and conduction bands, but also some of the core levels. Since the chemical bond­
ing in molecules and solid materials is brought about by the valence electrons, 
the interest and efforts of scientists were for a long time focused on the study 
of valence states. It was considered that the study of core-level states cannot 
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provide useful information about the nature of chemical bonding, since core 
electrons do not participate directly in the formation of chemical bonds. 

However, the work of K. Siegbahn and his school at Uppsala University has 
shown that the study of core states can give a great deal of valuable information 
about the type of chemical bonds in molecules and solids. It has been shown 
that transitions from one chemical compound to another are accompanied by a 
shift of the deeply lying electron levels. The magnitude of this shift usually 
amounts to 2-3 eV, and in some cases it can reach values of up to 10 eV. Since 
the resolution of most commonly used electron spectrometers is typically be­
tween 0.6 and 1.1 eV, and the accuracy in the determination of the position of 
sufficiently narrow core-level lines is of the order of 0.1 eV, it is evident that, 
for the majority of chemical compounds, X-ray photoelectron spectroscopy 
represents an efficient experimental method for the investigation of the nature 
of chemical bonding. For this reason the method has been named ESC A (Elec­
tron Spectroscopy for Chemical Analysis). The principal results obtained by 
Siegbahn and his co-workers in the field of chemistry were included in a mono­
graph [1] published in Uppsala in 1967. A second monograph published later 
by Siegbahn and his colleagues [2] was devoted to the study of molecules in 
the gaseous state. Following the development and construction of commercial 
electron spectrometers, the number of experimental studies in this field has 
increased rapidly. X-ray photoelectron spectroscopy has at present become a 
powerful analytical method which gives information about the electronic and 
structural constitution of molecules and about the qualitative and quantitative 
elemental composition of the investigated specimens. 

It has been found that this method may also be successfully used in the 
study of the electron structure of solid materials (metals, insulators, and semi­
conductors). X-ray photoelectron spectroscopy can yield important and reliable 
data about the energy-band structure of crystals. Studies performed on chemical 
compounds and crystals with unfIlled d and f shells have revealed multiplet split­
ting effects resulting from the interaction of the spin and orbital momenta of 
deeply lying electrons with the spin and orbital momenta of electrons in unfilled 
shells. 

Investigation of multiplet splitting effects can lead to a better understanding 
of the physical mechanisms in the process of photoelectron emission. Study of 
the change in magnitude of the multiplet splitting for different compounds pro­
vides information about the space localization of electron wave functions. Also 
important are processes of the "shake-up" and "shake-off" type in which, 
simultaneously with the emission of one photoelectron, excitation of one or 
several electrons in bound states as well as emission of another photoelectron 
may take place. Such processes, involving participation of several electrons, are 
among a class of multielectron effects that occur relatively frequently in X-ray 
photoelectron spectroscopy. When photoelectrons travel through the sample, 
they can lose part of their energy both continuously, through inelastic collisions 
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with other electrons, and in discrete quantities. The spectra of these plasma 
losses may also contain peaks related to the excitation of surface plasmons. 

xi 

Investigation of the angular distribution of photoelectrons shows that differ­
ent shells make different contributions to the total angular distribution of photo­
electrons. This effect allows the determination of the symmetry type of the 
spatial distribution of the electron density. 

A field of research in which X-ray photoelectron spectroscopy may be effi­
ciently applied is the study of surface phenomena. It makes possible the investi­
gation of the properties of layers adsorbed on the specimen surface, and conse­
quently of adsorption and catalytic processes. 

Thus the method of X-ray photoelectron spectroscopy offers the means of 
solving many interesting problems in physics and chemistry. It should not be as­
sumed, however, that this method will provide solutions to all problems related 
to the electron structure of crystals and to the electron energy spectra of atoms 
and molecules. Other complementary methods are also necessary. In X-ray 
photoelectron spectroscopy, the excited electron may be considered as being 
free, and therefore the conduction band states provide a small contribution to 
the observed structure of photoelectron spectra. Consequently, the method of 
X-ray photoelectron spectroscopy is useful for the study of valence band elec­
tron states. Since ultraviolet photoelectron spectroscopy is characterized by a 
higher resolution than X-ray photoelectron spectroscopy, it is suitable for the 
study of structures related to rotations and oscillations of molecules in gases. 
X-ray emission spectroscopy may, in its turn, offer the means to determine 
the symmetry type of electron states localized in the valence band of crystals, 
while X-ray absorption spectroscopy gives information about the states situated 
at the bottom of the conduction band. It is also useful to combine information 
about chemical shifts obtained by X-ray photoelectron spectroscopy with that 
obtained by 'Y-resonance spectroscopy, since the latter is more sensitive to 
changes of s-electron density in the vicinity of the atomic nucleus. It has also 
been observed that there is a correlation between the shifts observed in X-ray 
photoelectron spectroscopy and those determined by nuclear magnetic 
resonance. 

At present the method of X-ray photoelectron spectroscopy is being applied 
on a very large scale to the study of crystals. The book of Siegbahn and co-work­
ers [1] represents only an introduction to the topic of X-ray photoelectron 
spectroscopy and its applications in chemistry. 

In the Soviet Union, a review article by Nefedov [3] was published in the 
series Advances in Science and Technology. The article gives a general survey of 
the results obtained by the method of X-ray photoelectron spectroscopy as ap­
plied in the study of different classes of chemical compounds. At the time of 
writing, there exists no similar review article or monograph that is devoted to 
solid state materials. 

The present work represents an attempt to fill this gap. It is devoted mainly 
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to problems related to the application of X-ray photoelectron spectroscopy to 
the study of the electron structure of crystals. Theoretical and experimental 
studies of crystal band structures by the method of X-ray emission spectroscopy 
are treated in two other monographs by Nemoshkalenko [4] and by Nemo­
shkalenko and Aleshin [5] . The latter is devoted to a detailed treatment of the 
general theoretical methods and to some specific examples of band structure 
calculations for various classes of solid state materials. In the present work, 
therefore, the basic concepts concerning the structure of energy spectra and the 
theoretical methods of their study are considered only briefly. 

Although the present monograph is concerned mainly with results obtained 
in the study of the electron structure of solids by the method of X-ray photo­
electron spectroscopy, we have entitled it Electron Spectroscopy of Crystals. 
The term "electron spectroscopy" as used in the present context seems to be 
appropriate since it extends the limits of the method by also including the spec­
troscopy of Auger electrons emitted in the processes of interaction of X-ray 
quanta with electrons bound in core levels. 

The monograph does not claim to be exhaustive in the field of electron 
spectroscopy of solids. Detailed discussion is restricted to the most significant 
results obtained under the best experimental conditions. Less attention is paid 
to the problems related to the use of X-ray photoelectron spectroscopy in the 
study of the electron structure of crystal surfaces and of physicochemical sur­
face processes such as chemisorption and catalysis. Similarly, little space is al­
lotted to the influence of many-electron effects on the shape and energy position 
of X-ray photoelectron lines. In these cases, as well as in the case of problems 
related to chemistry, the authors discuss only those basic results that contribute 
to an understanding of effects in X-ray photoelectron spectra, those that demon­
strate the physical characteristics of photon-initiated electron excitation pro­
cesses in crystals, or those that illustrate the practical applications of the method. 
Nevertheless, the authors have attempted to select the data in order to offer the 
reader a comprehensive background against which can be presented the results 
of original research obtained in the last four years at the Institute of Metal Phys­
ics of the Ukrainian Academy of Sciences. The authors realize that such a com­
position of the monograph is not ideal. However, the volume of experimental 
results obtained in the last few years is so tremendous that specialists involved in 
the study of the electron structure of solids by other methods can hardly cope 
with them, and therefore the time has now become appropriate to undertake 
their generalization and systematization. To what extent the authors have suc­
ceeded in accomplishing this task is for the reader to judge. Any comments and 
proposals that might contribute to improvement of the book will be met with 
gratitude. 

v. V. Nemoshkalenko 
V. G. Aleshin 
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1 

Fundamentals of the Method 
of Photoelectron 
Spectroscopy 

Materials bombarded with X-ray quanta emit electrons. If the electron is emitted 
from a deeply lying level, the vacancy created on this level is filled by an elec­
tron from other, less tightly bound shells, including the valence band. As a 
result of such a transition X-ray quanta may be emitted. Moreover, there is a 
finite probability that another competitive, radiationless process will occur. 
In this alternative process, the result of the vacancy filling is that one of the 
electrons from the same level or from another, less tightly bound shell is emitted 
from the crystal. The emitted electron is called an Auger electron. The study of 
both of the above-mentioned processes is in itself of particular interest. In X-ray 
emission spectroscopy, the energy distribution of the emitted photons is investi­
gated. If the photoelectron does not leave the sample, but is transferred into the 
states of the conduction band, absorption of incident X-ray quanta takes place. 
The study of this process is the object of X-ray absorption spectroscopy. In 
X-ray absorption spectroscopy, the intensity distribution of absorbed photons 
is measured. In X-ray photoelectron spectroscopy, the energy distribution of 
the emitted photoelectrons and of the Auger electrons is studied. 

The rapid progress of electron spectroscopy is mainly the result of the im­
portance of the information that is obtained about binding energies of electrons 
in atoms, molecules, and solid state materials. Determination of binding energies 
is based on the measurement of the kinetic energy of the electrons emitted from 
the system. This kinetic energy can vary over a wide range up to values approxi­
mately equal to the energy of the incident photons, as in the case of valence­
electron ionization processes. In the case of ionization of core electrons, the 
kinetic energy of the emitted photoelectrons is considerably lower than the en­
ergy of the incident photons. For the study of different regions of the energy 
spectrum, various types of radiation sources may be employed. Valence states 



2 CHAPTER 1 

are usually studied by ultraviolet photoelectron spectroscopy, whereas core-level 
states are studied by X-ray photoelectron spectroscopy. At present, however, the 
resolving power of X-ray photoelectron spectrometers has been significantly in­
creased so that both core-level states and valence states can be successfully 
studied by the method of X-ray photoelectron spectroscopy. The progress in the 
construction of X-ray photoelectron spectrometers has been made possible by 
the development of high-intensity sources of monochromatic radiation, by the 
increase of the resolving power of electron analyzers, by the availability of high­
performance detecting systems, and by the development of powerful mathe­
matical methods of processing experimental data. 

Though the experimental technique has reached a high level of development, 
some of the principal problems of photoelectron spectroscopy have not yet 
been completely resolved. Such problems are, for example, the determination 
of the charge built up on nonconductive samples, the determination of the 
photoelectron escape depth, and the occurrence in the photoelectron spectra 
of the surface and bulk properties of the samples under investigation. Therefore, 
before going into the discussion of the basic results obtained by X-ray photo­
electron spectroscopy of crystals, it seems appropriate to consider first a series 
of problems related to the determination of the binding energies of electrons in 
metals, insulators, and semiconductors, as well as to the determination of the 
effective escape depth of electrons from the sample, the calibration of electron 
spectra for nonconducting samples, and the basic characteristics of electron 
spectrometers currently available. 

Basic Equation of X-Ray Photoelectron Spectroscopy 

The basic relation that describes the process of photoelectron emission is 
the Einstein equation: 

1 i' 
hv = E (k)- E + Ekin , (1) 

where hv represents the incoming photon energy; Ei is the total initial energy of 
the atom, molecule, or solid state sample; E'!(k) is the total final-state energy 
of the system after emission of the electron from the state characterized by the 
quantum number k; and Ehln is the kinetic energy of the emitted electron. The 
energies Ei and E'!(k) include the contributions from the electrons themselves 
and, for the case of molecules, from the vibrational, rotational, and translational 
movements. 

E'/(k) in equation (1) may be written as 

E't (k) = Et (k) + Ef , 
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where E r represents the recoil energy. Siegbahn et al. [I] have shown that the 
magnitude of the recoil energy corresponding to photon energies of the order of 
1500 eV is equal to 0.1 eV for the valence electrons of lithium, and to 0.04 eV 

for the valence electrons of sodium (in the case of valence states, the recoil en· 
ergy is maximal). 

Thus Er can be neglected, since the resolving power of currently available 
spectrometers does not allow for detection of effects associated with the exis­
istence of the recoil energy. Consequently, from equation (1) one obtains 

, t . 
hv = Ekln -1- E (k) _Et. 

Since the magnitude of the rotational and vibrational excitations falls outside 
the limits of sensitivity of currently available photoelectron spectrometers, the 
study of Ef(k) can be restricted to consideration of the pure electronic states. 
If the binding energy E B(k) of an electron in the k state is defined as the energy 
necessary for the emission of this electron to infinity, with a kinetic energy 
equal to zero, then 

and therefore 

hv = E~'11 + EB (k). 

It follows from equation (1) that in order to describe the process of interac­
tion of photons with matter, it is necessary to measure the kinetic energy of the 
emitted photoelectrons, Ekin . The main components of the instruments used in 
photoelectron spectroscopy to determine Ehln are the X-ray source, the electron 
analyzer (which allows the measurement of the kinetic energy of emitted elec­
trons), the detector (which gives information about the number of electrons hav­
ing a given kinetic energy), and the system commanding the operation of the 
spectrometer. Any X-ray photoelectron spectrometer should include all of these 
basic components. The construction of electron spectrometers is discussed in 
more detail in a later part of this work. We only mention here that in all elec­
tron spectrometers, the binding energy of the electrons in solid state samples is 
determined relative to the Fermi level of the material from which the spectrom­
eter's electron analyzer itself is constructed. 

In order to determine the electron binding energy, the photoelectron kinetic 
energy Ekin is measured by the spectrometer analyzer. The magnitude of Ekin is 
different from the value Ehln , the latter corresponding to electrons that have left 
the sample but have not yet reached the spectrometer. This difference is caused 
by the existence of an accelerating or decelerating field between the sample and 
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the entrance slit of the analyzer, created by the difference between the work 
functions of the sample (IPs) and of the spectrometer (1P.!p). 

Figures 1 and 2 show schematically how binding energies are determined for 
metals and for insulators. In the case of metal samples, owing to the fact that a 
good electric contact exists between the sample and the spectrometer, the Fermi 
levels of the sample and of the spectrometer coincide. Consequently, for metal 
samples, the binding energy measured with respect to the Fermi level of the 
spectrometer EJ: is given by the expression 

E~ = hv - Ekin - cpsp, (2) 

where hv is the photon energy, and 1P.!p is the work function of the spectrometer 
material. In some metals, the position of the Fermi level can be distinguished as 
as steep onset of the photoelectron spectrum. Therefore, in such cases, the bind­
ing energies of the sample, as related to the Fermi level EJ:, can be determined 
directly, without any need to use relation (2). In order to determine the binding 
energies relative to the vacuum level of the sample the following relation is used: 

(3) 

Since the value of the work function of the sample IPs cannot be determined by 
using the method of photoelectron spectroscopy, it has to be determined by 
some other, independent measurement. 

In the case of semiconductors and insulators, the determination of binding 

Figure 1. Determination of binding 
energy in metals. 
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Figure 2. Determination of binding en­
ergy in dielectrics and semiconductors. 

5 

energies is even more difficult. As a result of the loss of electrons through emis­
sion, the samples investigated by photoelectron spectroscopy become charged, 
and the effective Fermi energy of nonconductive crystal samples undergoes a 
shift with respect to the Fermi level of the spectrometer. In this case, the value 
of EK cannot be determined simply by measuring the photoelectron kinetic 
energy. Moreover, in the spectra of insulators and semiconductors there exists no 
steep onset corresponding to the Fermi level. In insulators, it is possible to de­
termine the position of the Fermi level, but its actual physical significance is at 
present not yet definitely understood. Therefore, it is convenient to make the 
measurement of E B(k) values relative to the energy of the top of the valence 
band. In the following, the electron binding energy as determined with respect 
to the top of the valence band will be denoted by E VB. 

In the process of photoelectron emission, X-ray quanta generate photoelec­
trons that, in their turn, can excite secondary electrons. Many of these second­
ary electrons have a relatively high energy, sufficient to enable them to leave the 
sample surface. Consequently, the surface gradually becomes positively charged 
until the current of photoelectrons together with the current of secondary 
emitted electrons Ie are balanced by the neutralizing current In generated as a 
result of the space charge formed in the vicinity of the sample surface. The 
magnitude of the currents Ie and In depends on the particular type of spectrom­
eter, on the sample properties, and on the sample mounting system. The magni­
tude of sample charging'P is determined for the stationary state corresponding 
to Ie = In. Since the sample becomes positively charged, the whole photoelec­
tron spectrum is displaced toward lower kinetic energies. The values of binding 
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energies are determined in this case by the relation 

E~ = hv - Ekin - CP'P + cpo (4) 

The factors that affect the magnitude of'P and the methods of its determination 
will be discussed in the section devoted to the calibration of photoelectron 
spectra of nonconducting samples. 

In a number of cases, if the atoms are bound in various chemical compounds, 
instead of binding energies the chemical shifts of the k atomic core level are con­
sidered. By using equation (3), the chemical shift characteristic for a given com­
pound with respect to another may be written as follows: 

The occurrence of the term t::.'Ps = 'Ps - 'Ps in this formula, where 'PSI and 'Ps 
2 1 2 

are the work functions of the two considered samples, represents a source of 
difficulties when theoretical and experimental results are to be compared, be­
cause in theoretical calculations the energies are referred to the vacuum level. 
As a consequence, in the interpretation of experimental data, the difference be­
tween electron work functions is in most cases neglected. The work of Siegbahn 
et al. [1, 2] indicates that the magnitude of t::.'P does not have a significant in­
fluence on the interpretation of experimental results. However, it has been ob­
served that in the diagrams representing the correlation between experimentally 
measured chemical shifts and theoretical calculations, a larger scatter of values 
occurs for solids than for gases. This is consistent with the fact that in gases 
the chemical shifts are determined with respect to the vacuum level of gas 
molecules. 

X-Ray Sources and the Principle of 
X-Ray Monochromatization 

The first X-ray photoelectron spectrometer was constructed by K. Siegbahn 
[1]. As a source of X rays it used the aluminum Ka l , 2 emission line, having an 
energy of 1486.6 eV. 

Figure 3 shows the shape of the Ka l , 2 emission line of aluminum, resulting 
from superposition of the Kal and Ka2 lines. Since the energy separation be­
tween these two lines is small, this doublet may be treated as a single line having 
a full width at half-maximum (FWHM) of approximately 1 eV. The magnesium 
Ka l ,2 line is also frequently used in X-ray photoelectron spectroscopy. This has 
an energy of 1253.6 eV and a full width at half-maximum somewhat lower than 
that of the aluminum line. Both the Kal , 2 line of aluminum and the Kal, 2 line 
of magnesium have satellites generated by 2p-ls electron transitions in doubly 
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Figure 3. KCtt,2 emission line of aluminum 
before and after monochromatization. 

7 

0.21 eV 

or even triply ionized atoms. In Figure 4, the Is photoelectron line of carbon is 
shown, together with its satellite lines. The most intensive satellite that accom­
panies the Kat, 2 lines of both aluminum and magnesium is the Ka3 ,4 line, 
having an energy some 10 eV higher than the principal Kat, 2 line. The intensity 
of these satellites is approximately 15% of the intensity of the Kat, 2 line. All 
the other satellites have a much lower intensity (of the order of 1 %). Also seen 
in Figure 4 is the contribution of the magnesium K f3line to the photoelectron 
spectrum. The satellite generated by the K f3line is situated at a distance of ap­
proximately 50 eV from the Kat, 2 line, and has a relative intensity of the order 
of 1 %. In order to improve the signal-to-noise ratio in electron spectrometers, 
one makes use of filters made of aluminum foils approximately 6 to 9 nm thick. 
The function of the filter is to lower the background of bremsstrahlung radia­
tion. The intensity of this radiation depends on the angle e (measured with 
respect to the incidence direction of the electron beam on the anode) as sin 2 e, 
for electron energies up to 10 ke V, w~ich is just the range of energies char­
acteristic of X-ray photoelectron spectrometers. If the electron beam that 
excites the characteristic radiation is normal to the anode surface, then the 
intensity of bremsstrahlung radiation emitted in this direction is a minimum. 
However, in practice, an oblique electron incidence angle is used, since in 

Figure 4. Photoelectron spectrum of 
1s electrons of carbon in graphite. 
The satellite lines are also shown. 
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this case the intensity of the characteristic radiation is higher. By proper choice 
of the angle between the anode and the sample to be investigated, it is possible 
to realize an optimum intensity ratio of the characteristic-to-bremsstrahlung 
radiation, corresponding to the given direction. 

At present, the Ka l , 2 lines of magnesium and aluminum are still the stan­
dard sources of X rays. In fact, excitation energies of the order of 1200 eV and 
1500 eV allow the study of a great number of energy levels of interest. The 
choice of magnesium and aluminum is determined by the fact that the elements 
up to magnesium cannot be used as anode materials since, in the elements up 
to neon, the 2p levels form a broad valence band; in addition, neon is a gas and 
sodium is not a stable anode material. The elements situated after aluminum 
(Z = 13), as can be seen from Figure 5, are characterized by broad Kal and Ka2 
lines, and by a large separation between them. Use of elements after aluminum 
as anode materials, without a preliminary monochromatization, is meaningless. 

For the study of the valence bands of crystals, it is, in principle, possible to 
use the same radiation sources as in ultraviolet photoelectron spectroscopy, 
namely, the resonance lines of He and He+. They are characterized by high 
intensity and small line width. However, in the region of energies of the order 
of 40 eV, the structure of photoelectron spectra is strongly influenced by the 
structure of the conduction band, and this results in a more difficult interpreta­
tion of the experimental data. Yttrium has a narrow Mr line (4P3/2 -3d 5/2 
transition, FWHM equal to 0.45 eV). However, it has a high surface sensitivity 
for impurities and a high oxidation reactivity, and the energy of the emitted 
radiation, equal to 132.3 eV, is insufficient even for the study of carbon Is 
states. 

Monochromatization of X rays for the purposes of X-ray photoelectron 
spectroscopy was again first realized by K. Siegbahn [2], who, in the last few 
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Figure 5. Energy difference between KOI.l and K0I.2 
lines (1) and width of K"'l line (2) as a function of 

Z atomic number. 
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years, has significantly improved the experimental technique [6-8]. In the 
new electron spectrometers constructed in Uppsala, a series of new devices has 
been developed. In particular, mention can be made of the new X-ray source, 
comprising a high-power electron gun, a rotating anode, and a monochromator 
that includes a spherically bent quartz crysta1. 

9 

The X-ray monochromators used in electron spectrometers are based on the 
monochromatization principle proposed by Rowland. The diffracting crystal, 
with radius of curvature 2R, is mounted tangentially to a circle of radius R, on 
which both the X-ray source and the sample are placed. If the directions of the 
incident and diffracted X rays make equal angles e with the crystal surface, then 
the diffracted X rays that satisfy the Bragg law will be focused on the sample. 
The Bragg law relates the X-ray wavelength "A to the characteristic crystal inter­
planar distance d through the relation n"A = 2d sin e, where n is an arbitrary in­
teger. Those X rays that do not satisfy this relation will not fall on the sample 
surface. 

Monochromatization of the KCi" 2 line of aluminum by using reflection from 
the (010) plane of a spherically bent quartz crystal results in an improvement of 
the resolution of up to 0.16 eV as compared to the KCi linewidth of 0.83 eV. 
Moreover, it removes the background caused by bremsstrahlung radiation and 
the KCi3,4 satellites, which results in a considerable increase of the signal-to­
noise ratio. In practice, however, it is difficult to realize a resolution of 0.16 e V 
because of monochromator aberrations and because of radiation absorption in 
the crystal itself. Absorption in the crystal also causes a decrease of the KCi-peak 
intensity down to 45%. Gelius et al. [8] have calculated the shape of the alu­
minum KCi" 2 line reflected on the (010) plane of an Ci-quartz crystal. The cal­
culated line shape is shown in Figure 6 together with experimental points mea­
sured with a point X-ray source obtained by using a spherically bent crystal. For 
shorter wavelengths the resolution increases and the intensity of the reflected 
radiation approaches 10%. It is important to mention that crystal imperfections 
represent another factor that contributes to a limitation of the resolving power. 

In practice, efforts directed toward achieving a high resolving power en-

Figure 6. Bragg reflection of the Ka radiation 
of aluminum on the (010) plane of a spheri­
cally bent a-quartz crystal. (- . -j, experimen­
tal values; (-), theoretical calculation. 
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counter a number of difficulties. Only a small part of the entire Kcx 1, 2 line is 
reflected by the crystal. If higher-energy photon lines are used as the source of 
incident radiation, the emitted photoelectrons will also have higher energies. 
However, retardation of electrons in the electron lens results in a decrease of the 
intensity by a factor of (EdE 0 )1/2, where Ei is the energy of the photoelectrons 
entering the lens, and Eo is their energy after retardation. Other factors that con­
tribute to resolution limitation are aberrations associated with the finite dimen­
sions of the dispersing crystal in the plane of the Rowland circle, possible asym­
metric mounting of the crystal on the Rowland circle, a shift of the crystal from 
the Rowland circle, and the finite dimensions of the X-ray source. 

In earlier monochromator constructions, cylindrically bent quartz crystals 
were used. With this type of monochromator it was possible to eliminate effi­
ciently the bremsstrahlung background and the satellite contribution. Since the 
line width at the sample site is practically unaffected, improvement of the mono­
chromatization can be achieved by use of a slit placed in front of the sample. 
This method of monochromatization is called slit filtration (Figure 7). Its great­
est drawback is that it causes a drastic decrease of the X-ray intensity falling on 
the sample. 

A more elaborate method of monochromatization is the method of disper­
sion compensation (Figure 8). Since the energy of photons incident on the 
sample varies approximately as much as 1 eV over the sample surface, the 
emitted photoelectrons originating from the same energy level will have dif­
ferent energies for different points of emission on the sample surface. Before 
entering the electron analyzer, the electrons are retarded and focused by an 
electron lens. The dispersion of the electron analyzer is chosen in such a way 
that electrons with different energies are focused at the exit along a narrow 

Figure 7. Principle of monochromatization by slit 
filtration: A -anode; C-crystal monochromator; 
S-sample. 
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Figure 8. Principle ofmonochromatization by dispersion compensation: A-anode; 
C-crystal monochromator; L-electron lens; S-sample. 
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line. The electrons emitted from another energy level are characterized by an­
other mean energy and are consequently focused at another position at the exit 
of the electron analyzer. This type of monochromatizing system allows the use 
of X-ray sources having a relatively large area. Care should be exercised in this 
case to minimize the surface roughness of the source. 

The most advanced monochromatization method is at present the method 
of fine focusing. In this method, as can be seen from Figure 9, a rotating anode 
is employed, which allows the attainment of sources that are practically ideal 
point sources of X rays. As the diffracting component, it is most convenient to 
use spherically bent crystals. With point sources, the Bragg-law condition is satis­
fied most closely. Since the rotating anode offers the possibility to extract high-

c 

Figure 9. Principle of monochromatization by fine 
focusing: RA-rotating anode; C-crystal mono· 
chromator; S-sample. 
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Figure 10. Efficiency of various methods ofmonochromatization: a-slit filtration; 
b-dispersion compensation; c- fine focusing; I}-radiation intensity at the anode; 12-X-ray 
line profile; I3-radiation intensity after monochromatization. 

intensity primary radiation, an additional slit can be mounted in front of the 
sample. Moreover, the method of fine focusing obviates the need for specific 
sample shapes. 

The efficiencies of various monochromatization methods are schematically 
illustrated in Figure 10. Characteristic data for radiation sources used in the 
X-ray and ultraviolet regions of the radiation spectrum are given in Table 1. 
As can be seen from Table 1, titanium, chromium, and copper may be used as 

TABLE 1. Sources of Radiation in the Far Ultraviolet and X-Ray Region 

Typical value of 
Type of radiation the intensity, 

Source sourcea Energy, eV photons/sec Linewidth, eV 

He 21.2 1 X 1012 0.003 
He+ 40.8 1 X 1011 0.017 
Y M\ 132.3 3 X 1011 0.450 
Mg KOI I ,2 1254 1 X 1012 0.680 
Al KOI I ,2 1486 1 X 1012 0.830 
Al KOI I ,2 M 1486 1 X 1011 0.165 
Al KOI I ,2 M,RA 1486 3 X 1012 0.165 
Ti KOI I ,2 4510 5 X 1011 2.000 
Ti KOI I ,2 M,RA 4510 3 X 1010 0.027 
Cr KOI I ,2 5417 1 X 1012 2.100 
Cr KOI I ,2 M,RA 5417 1 X 1010 0.016b 
Cu KOI I ,2 8055 2 X 1012 2.550 
Cu KOI I ,2 M,RA 8055 3 X 109 0.004b 

aM = monochromatic radiation; RA = X rays obtained with a rotating anode. 
bBecause of crystal imperfections the linewidth will probably be larger than 0.020 eV. 
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anode materials. In the case of titanium, for example, the energy of the Kat, 2 

radiation is approximately three times greater than that of the corresponding 
line of aluminum. This means that for its monochromatization the same dif­
fracting crystal plane may be used, but this time in the third order, whereas the 
Bragg reflection angle will be only slightly different. Titanium, however, is char­
acterized by a very low thermal conductivity, and according to the data from 
Table 1, moreover, the intensity obtained will be two orders of magnitude lower. 

For chromium and copper, after monochromatization (which is absolutely 
necessary for these metals), relatively low radiation intensity is obtained (see 
Table 1). This is perhaps the reason why at present no experimental work has 
been reported in which monochromatized radiation generated from these ele­
ments is used. 

Construction Features of Modern Electron Spectrometers 

Let us consider in more detail some of the main features of the new electron 
spectrometers developed in the past few years at Uppsala. We have already men­
tioned that these instruments include high-power electron guns, electrostatic 
electron analyzers, and a more advanced monochromatizing system using the 
method of fine focusing. In monochromators based on the principle of fine 
focusing and using rotating anodes, it is necessary to use high-power electron 
guns. 

In spite of its high electron density, the electron beam should exhibit a fine 
focus. The position and shape of the focal spot should be rigorously fixed. 
Focusing is realized by using an electrostatic field. The electron gun is equipped 
with an indirectly heated cathode. A small electron gun, using a tungsten spiral 
filament, is used to heat a disk-shaped tungsten cathode. Since during operation 
the electron gun reaches temperatures up to, e.g., 2400°C, the isolators are made 
of beryllium oxide. The electron gun developed by Gelius et al. [6] provides 
emission currents of the order of SOO rnA, at accelerating voltages from 6 to 
IS-20 kV. The latest electron gun developed at Uppsala [8] allows the use of 
accelerating voltages of 20 kV and currents of 1 A. An overall view of this gun 
is shown in Figure 11. 

The electron beam falls obliquely on the anode surface so that the shape of 
the focal spot is an ellipse of 4 mm length and 2 mm width. The power devel­
oped by the electron gun over this spot may be even greater than 100 kW/cm2 . 

Such power intensity cannot be tolerated by any material at rest. Therefore it is 
necessary to use rotating anodes. Such an anode was manufactured of an alu­
minum alloy (97.S% AI, 1 % Si, 0.8% Mg, 0.7% Mn) and was provided with an 
efficient water cooling system. For a power of 6 kW in the X-ray source and an 
anode rotation speed of SOOO rpm, the useful anode surface is heated up to a 
temperature of S7SoC. This temperature is low enough to preclude evaporation 
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Figure 11. Outer view of the electron gun. 

of the aluminum. The anode has a diameter of 11 cm. Its cooling is achieved bv 
a water flow of 5 liters/min. An overall view of the rotating anode is shown in 
Figure 12. 

Monochromatization of X rays by the method of fine focusing is achieved 
by using a spherically bent quartz crystal (Figure 13). The crystal has a diameter 
of 60 mm, and the radius of the Rowland circle is 389 mm. To allow bending, 
the crystal is very thin, having a thickness of 0.1 mm. As the diffracting plane, 
the (010) plane is used. The Bragg diffraction angle for the Kcx l 2 line of alu­
minum is equal to 78.5°. The shape of this line after monochro~atization is 
shown in Figure 3. 

The first electron analyzers used in X-ray photoelectron spectroscopy were 
of magnetic type. A detailed description of these analyzers may be found in the 
literature [1]. The main drawback of magnetic analyzers is their high sensitivity 
to accidental magnetic disturbances. In order to obtain energy resolutions of 
the order of 0.01 %, it is necessary to reduce the extraneous magnetic fields to 
10-4 G, which is realized by using large compensating coils. These coils caused 
the large dimensions of the magnetic spectrometers. Another drawback is the 
fact that in magnetic spectrometers it is difficult to use the technique of pre-
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Figure 12. Outer view of the rotating anode. 

Figure 13. The spherically bent 
crystal monochromator. 

15 
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Figure 14. Principle of operation of the spherical 
condenser electron analyzer. 

liminary electron retardation. For this reason, electrostatic-type analyzers are 
being used in X-ray photoelectron spectroscopy. 

The new electron spectrometer developed in Uppsala includes an electro­
static analyzer of the spherical condenser type shown schematically in Figure 14. 
The central electron trajectory is situated in the plane of the figure. Its radius of 
curvature '0 is the same as the radius of the corresponding equipotential surface 
in this plane. Since the field has spherical symmetry, this equipotential surface 
also has the same radius of curvature '0 in the orthogonal direction. The electron 
source is placed at the point A. The angle 'P is chosen as 157.5° and the radius of 
the central trajectory as 360 mm. The spherical electrodes are placed 80 mm 
apart. In the azimuthal direction, the spherical sector is confined inside an open­
ing angle of 60° . 

In order to give an idea of the progress of experimental techniques, Figure 
15 shows the spectrum of the gold 4flevel, as recorded (1) by the first [1] and 
(2) by the latest, most advanced [6] electron spectrometers. The resolving 
power has in the second case become sufficient to reveal that the actual shape 
of the line is described by a Lorentz distribution. A great difference is also ob­
served in the spectra of trifluoracetate. As can be seen from Figure 16, the new 
photoelectron spectrum exhibits different ratios of the line intensities, which is 
due to the absence of overlapping effects. 

Figure 15. Photoelectron spectra of 4f5/2 and 
4f7/ 2 electrons of gold as obtained (1) without 
and (2) with monochromatization of the excit­
ing X rays. 



PHOTOELECTRON SPECTROSCOPY FUNDAMENTALS 

r 0 H H 
'\ II I I 

F-C-C-O-C-C-H 
rl I I 

H H 

17 

Figure 16. Photoelectron spectrum of carbon 
1s electrons in trifluoracetate as obtained (1) 
without and (2) with monochromatization of 
the exciting X rays. 285 280 E, eV 

Construction Features of Commercial Electron Spectrometers 

The new systems developed in the last few years in Uppsala and incorporated 
in new photoelectron spectrometers have not yet been exploited in currently 
available commercial electron spectrometers. For example, these spectrometers 
do not make use of rotating anodes and do not apply the principle of fine focus­
ing for the monochromatization of X rays. 

The first in the series of commercial electron spectrometers was the lEE-15 
spectrometer manufactured by the firm Varian in 1969. At present, it is one of 
the most widely used instruments and is to be found in a great number of labora­
tories all over the world. An overall view of the lEE-15 spectrometer is shown 
in Figure 17, and its principle of operation in Figure 18. The lEE-IS spectrom­
eter is a highly automated instrument. Its principal components are the source 
of X rays, the vacuum system with two pumps (a titanium sublimation pump 
and a turbomolecular pump), the electrostatic electron analyzer, an oscilloscope, 
a teletypewriter, an X-Y recorder, and a computer of VARIAN 620/i type. The 
spectrometer analyzer is protected against accidental magnetic field perturba­
tions (in particular the earth's magnetic field) by a shield made of J..l-metal. The 
vacuum level in the spectrometer is of the order of 10-7 torr. The spectrom-
eter is equipped with a special preparation chamber inside which the samples 
can be cleaned, cooled down to -180°C, or heated up to +250°C. As X-ray 
source, the spectrometer uses the Kcx1, 2 line of aluminum or magnesium. An 
aluminum filter is placed between the sample and the anode. It improves the 
signal-to-background ratio and also damps the satellite KCX3,4 radiation. 

By varying the voltage on the electrostatic electron analyzer, the width of 
the analyzed line can be changed. For example, the width of the 4f7/2 line of 
gold is 1.8 eV for 100 V on the analyzer, and 1.1 eV for 30 V on the analyzer, 
when an aluminum anode is used. One drawback of the lEE-15 spectrometer is 
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Figure 17. Outer view of the lEE-15 electron spectrometer. 

its relatively low resolving power. This can only partially be compensated for by 
mathematical processing of the experimental data with the computer connected 
on-line to the spectrometer. 

The computer is used not only as a multichannel analyzer but can also perform 
some of the operations required in the mathematical processing of the experi­
mental data. Thus, for example, special programs have been developed for the 
calculation of mean values and even for improving the resolving power of the 
spectrometer by eliminating the broadening introduced by the analyzer. These 
programs make use of the technique of Fourier analysis. Figure 19 shows as 
an example the results of the mathematical processing of the photoelectron 
spectrum of the chlorine 2p doublet in KCl. This doublet (curve 1) was re­
corded in 103 sec with a voltage of 40 V on the analyzer. The photoelectron 
spectrum of this doublet, after Fourier analysis, is shown as curve 2 in Figure 
19. Convolution of this spectrum with the "filter" 3 gives the Fourier spec-
trum 4, which by reversed Fourier analysis leads to the spectrum 5. Compar-
ison between the initial spectrum 1 and the final spectrum 5 shows a substan­
tial improvement in resolution, which is, however, accompanied by some 
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Figure 18. Principle of operation of the lEE-15 
electron spectrometer: (1) electron multiplier; 
(2) ring slit; (3) focusing control; (4) ring slit; 
(5) sample; (6) X-ray beam; (7) scanning volt­
age; (8) anode of the X-ray source; (9) cathode 
of the X-ray source; (10) photoelectron trajec­
tories; (11) spherical condenser; (12) cylindrical 
condenser. 

Figure 19. Successive steps in the mathe­
matical processing of the photoelectron 
spectrum of the chlorine 2p doublet in KCI 
by the method of Fourier transformation: 
(1) photoelectron spectrum of chlorine 2p 
doublet in KCI; (2) Fourier image of the 
photoelectron spectrum; (3) filter; (4) 
convolution of the Fourier image and the 
filter; (5) finally processed photoelectron 
spectrum. 
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decrease in sensitivity. In order to perform this transformation, it is necessary to 
use an appropriate "filter." In the above example, the filter was constructed by 
using the Fourier-type spectrum of the Is line of carbon in graphite, produced 
with energies of 100 e V and 50 e V on the analyzer. Such a filter can correct the 
spectra for experimental broadening introduced by the analyzer. Other types of 
"filter" can be devised, however, that provide correction of the spectra for 
effects resulting from the X-ray source (line asymmetry, satellites). 

The above-mentioned example demonstrates that since experimental effects 
that result in broadening of the lines may be corrected for by choosing appropri­
ate filters, well-resolved spectra can finally be obtained within reasonable times. 

The spectrometer HP-5950A developed by the firm Hewlett-Packard has a 
greater resolving power. A monochromator based on the principle of dispersion 
compensation is used in order to remove the satellites accompanying the KOi.l,2 

radiation of aluminum or magnesium, as well as the bremsstrahlung radiation 
that introduces an additional contribution to the structure of photoelectron 
spectra resulting from inelastically scattered electrons. 

An overall view of the HP-5950A electron spectrometer is shown in Figure 
20, and its principle of operation in Figure 21. The monochromator incorporates 

Figure 20. Outer view a/the HP-5950A electron spectrometer. 
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Figure 21. Principle of opera tion of the 2 
HP-5950A electron spectrometer: (1) 
display; (2) multichannel analyzer; (3) 
multichannel detector; (4) electron ana-
lyzer; (5) electron lens; (6) photoelectron 
trajectories; (7) Rowland circle; (8) crystal 
monochromator; (9) sample; (10) anode of 
the X-ray source. 
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three bent crystals, one of which is shown in Figure 21. The other two crystals 
are situated symmetrically with respect to that shown, in two planes that also 
pass through the X-ray source and the sample. In this way, each of the crystals is 
situated on its own Rowland circle. This special construction was adopted in 
order to increase the X-ray intensity on the sample. This monochromator design 
and the small sample size necessitate the use of advanced electron detectors. A 
single electron falling on the active surface of such detectors causes the emission 
of approximately 108 electrons. These electrons irradiate a phosphorescent 
screen, and the generated light signals are recorded by a television tube. The sig­
nals are then directed toward a multichannel analyzer. The most noteworthy 
characteristic of the analyzer in this system is the absence of the slit. The spec­
trometer has a high resolution-O.6 eV. 

Besides the IEE-IS and HP-S9S0A instruments, there exist several other 
types of spectrometers. The firm McPherson (USA), for example, has developed 
the spectrometer ESCA-36, and Vacuum Generators (United Kingdom) the spec­
trometer ESCA-2 and subsequently the more elaborate ESCA-3 spectrometers. 
Since these spectrometers have performances similar to those of the IEE-IS in­
strument we shall discuss here only those characteristics that make them differ­
ent from the IEE-IS spectrometer. In the ESCA-36 it is possible to change the 
anode rapidly without breaking the vacuum. This allows the study of binding 
energies over a wide energy interval 0-4000 eV. It is also possible to change 
samples without breaking the vacuum. The vacuum level in the spectrometer is 
approximately 10-9 torr. 

The ESCA-3 spectrometer is operated at an even better vacuum, of the 
order of 10-9_10- 10 torr. An advantage of the spectrometer is the possibility of 
investigating samples of small dimensions (approximately 1 cm2), and also the 
capability of data handling and processing with the help of a dedicated program-
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mer. Among the facIlitIes avadable on the data system are spectral averagmg, 
smoothmg and deconvolutIOn of peaks, background subtractIOn, and peak POSI­
tion deterrmnatlOn 

Let us now conSider the parameters that may be used In companng vanous 
types of electron spectrometers 

S signal 
73 = background 

Signal --, 
nOise 

Ip-IB 
sensltlVlty = C A 

where Ip IS the Intensity (number of counts) of the peak of the photoelectron 
hne, IBIS the correspondIng value of the nOise level, and C A IS the concentratIon 
of A -type atoms on the surface of the sample under mvestIgatlon The spectrom­
eter resolutlon IS charactenzed by the quantIty 11£ determmed by the relatIOn 

TABLE 2. Characteristics of the PrinCipal Types of Electron Spectrometeri' 

PrecISIon of 
X ray the peak 

Electron photo positIOn 
spectrometer electron I p ' S S Sensl determl Reproduc 

type Ime Imp/sec FWHM B N tlVlty AE,eV nation IbJllty 

Vanan IEE 15 Au4f 1 000000 16 7 8800 
Ag 3d 24000 088 13 220 09 
C Is 11 700 10 17 110 01 003 

Hewlett-Packard Au4f 120000 08 120 1200 
HP-5950A Ag 3d 26000 087 33 250 

C Is 12000 08 200 1500 120 05 01 003 
Mc Pherson Au4f 75000 1 35 14 350 700 

ESCA·36 Ag 3d 18700 088 19 270 180 088 004 015 
C Is 14500 100 53 470 140 

Vacuum Au 4f 30000 236 
Generators, Ltd Ag 3d 
ESCA 2 C Is 10000 1 83 10 01 005 

Vacuum Au4f 35000 105 10 
Generators, Ltd Ag 3d 25000 095 
ESCA 3 

aFor the HP 5950A and ESCA 2 spectrometers, the data refer to the alummum anode Before the mea 
surements of the characteristics of the HP 5950A spectrometer the surface of the gold sample was 
cleaned by argon IOn bombardment 
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Here, !:1Ex is the width of the X-ray line incident on the sample, !:1Ea the effec­
tive width of the probed core level, and !:1Es the magnitude of the spectrometer 
aberration. Some basic parameters of the most widely used spectrometers are 
shown in Table 2 using data from Lucches [9, 10] . 

At present, many other different types of spectrometers are being con­
structed. We have considered here only those instruments that have been most 
widely used. 

Calibration of Electron Spectra 

When nonconducting samples are investigated, in order to obtain accurate 
values of binding energies, as given by equation (4), it is essential to determine 
the magnitude of sample charging 'P under the action of X radiation. This can 
often be determined by measuring the charge of hydrocarbon layers formed on 
the surface of the sample under investigation, or the charge of a thin gold layer 
evaporated onto the sample surface. To ensure that these methods are suffi­
ciently reliable, it should be demonstrated that the magnitude of the charges 
developed on the sample surface layer is equal to that of the hydrocarbon or 
gold overlayer. It would be desirable to perform the measurements under such 
experimental conditions that sample charging is minimal. The problem of sam­
ple charging is important and difficult. In the following, we shall discuss briefly 
the results obtained in this field. 

The simplest case is the study of metals covered by an oxide layer. Johansson 
et al. [11] have shown, using the photoelectron spectrum of a polished alumi­
num foil as an example, that the incident X radiation causes charging of the sur­
face oxide layer but does not alter the position of the photoelectron line corre­
sponding to the pure metal. The difference between the metal and oxide 2p 
lines is 2.6 eV. If an external positive potential of +5 V is applied to the sample, 
the magnitude of this difference is reduced to 2.4 e V, whereas if a negative po­
tential of -5 V is applied the difference is increased to 2.8 eV. In both cases, the 
metal lines are displaced in proportion to the magnitude of the applied potential. 

A far more difficult situation is encountered in the case of nonconducting 
samples. Khatowich et al. [12] have reported results obtained for such samples 
deposited on gold or palladium substrates and coated with a sputtered layer of 
gold or palladium. The positions of the photoelectron lines corresponding to the 
surface layer and to the substrate were compared, and the energy difference was 
attributed to the charging effect. By applying an external potential to the sub­
strate, the lines corresponding to the sample itself and to the noble metal layer 
suffered a shift of the same magnitude. For the 4ds/2 level of barium the same 
binding-energy value was obtained regardless of whether gold or palladium was 
used as the sputtered layer. Therefore, it can be concluded that the thin noble­
metal layer has the same potential as the surface of the nonconducting sample. 
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Consequently, the electron lines corresponding to such sputtered overlayers may 
be used for calibration purposes. 

A more difficult experiment has been performed by Johansson et al. [11]. 
On the sample-a NaCI monocrystal with a O.5-cm2 surface area mounted on a 
platinum substrate-a small (i-mm diameter) spot of gold was deposited. The 
observed shift of the carbon Is line from the NaCI crystal surface and from the 
platinum foil was determined as 3 eV. The measured energy value of the gold 
4f7/2line, as compared to the 4f4/2 line of platinum, corresponded to a binding 
energy of 86.8 eV; the correct value is 83.8 eV. This result also shows that the 
magnitude of the charge is equal to 3 V. When a voltage of + 5 V or - 5 V was 
applied to the specimen holder, the lines corresponding to the substrate, i.e., 
the 4f7/2line of platinum and the Is line of carbon, were also shifted by -5 eV 
or +5 eV on the kinetic energy scale, but the 4f7/2line of the gold, the Auger 
line of sodium in NaCl (KL 2 L 3eD2 )), and the Is line of carbon from the crystal 
surface were shifted by only -2.5 eV and + 1 eV, respectively. The photoelectron 
lines of gold were also shifted as much as the lines corresponding to the holder, 
if electric contact was established between the gold sheet and the sample holder. 
Experimental measurements showed that the lines of carbon, gold, and sodium 
are shifted equally when the voltage on the sample holder is changed. It follows 
that, with this arrangement, the lines of gold and carbon may be used for the 
determination of sample charging and therefore for the calibration of spectra. 

The magnitude of sample-charging effects depends on the sample thickness. 
Johansson et al. [11] deposited a thin NaCllayer of approximately 20 A thick­
ness on a gold substrate. It was observed that the shift of the carbon Is line aris­
ing from the hydrocarbon layer on the sample surface was 0.2 e V greater than the 
shift of the carbon Is line arising from the hydrocarbon layer on the substrate, 
toward greater binding energies. For thicker layers (of the order of 2000 A), 
shifts as great as 0.6-0.8 eV were observed. For monocrystals, the charging ef­
fects are even greater, reaching values of the order of 2-3 e V. 

The magnitude of sample charging depends on the substrate material. This 
was found experimentally in the case of a thin NaCllayer deposited simulta­
neously on beryllium, aluminum and gold foils. Although the magnitude of sam­
ple charging for the sample deposited on aluminum was found to be twice as 
great as that for the sample deposited on gold, the charge for the beryllium sub­
strate was intermediate between those for the aluminum and gold substrates. 
This experiment shows that, in order to minimize the magnitude of sample charg­
ing, gold is a good substrate material. 

Calibration of photoelectron spectra may also be achieved by mixing the 
sample to be investigated with a suitable reference material. It has been shown 
experimentally that graphite is suitable as a calibration material. In this case, the 
mixture should be pressed and mounted on a conducting substrate. However, 
not all substances can be used for calibration purposes, and particular caution 
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should be exercised when this method of calibration is considered. Bremser and 
Linneman [13], for example, have suggested the use of LiF for calibration of 
photoelectron spectra. However, as is demonstrated by the work of Johansson 
et al. [11], the magnitude of LiF charging depends on the duration of the spec­
trum recording. Furthermore, as a result of nonuniform charging in samples 
mixed with LiF, spurious lines may appear. For example, in the case of BN 
mixed with LiF, two Is lines of nitrogen were observed. 

It may be concluded from these studies that interaction of X radiation with 
nonconducting samples leads to the emission of photoelectrons, Auger electrons, 
and secondary electrons from the sample surface, leaving it electrically charged. 

There exist a number of factors that contribute to a reduction of the charg­
ing effect. These include the surface conductivity of the sample stimulated by 
the X radiation and the existence of a photoelectron current from the window 
of the X-ray tube. The studies of Ebel and Ebel [14] performed on the electron 
spectrometer ESCA-36 have shown that, at a constant current, the magnitude of 
sample charging increases when the voltage applied to the anode is increased. In 
the region of low anode voltages (of the order of 2.5 kV), the sample may be­
come negatively charged. In order to elucidate the effect on sample charging 
resulting from the electron current arising from the aluminum foil (0.008 mm 
thick) that covers the window of the X-ray tube, the window was covered with 
a gold layer on the side facing the sample. Under identical excitation conditions, 
the number of electrons emitted by gold was about five times greater than the 
number of electrons emitted by aluminum. In this case, the magnitude of the 
specimen charge was found to be lower. A variation of the anode potential from 
2 to 6 kV resulted in a variation of the charge from approximately 1 to 1.5 e V. 
This experimental fact shows that the electrons arising from the aluminum foil 
lower the sample charging. 

Ebel and Ebel [14] also studied the electron spectrum excited by the X radi­
ation and by the electrons scattered from the anode. For this purpose, the exper­
imental arrangement was modified as follows. The window of the X-ray tube was 
left open and the foil was placed in the spectrometer so that the electrons emitted 
by it could be collected. In this case, the electrons scattered by the anode had a 
considerable effect, since they caused secondary electron emission from the 
aluminum foil. In the region of anode potentials of the order of 3-6 kV, the 
number of secondary electrons was proportional to the anode current ia and was 
nearly independent of the anode voltage. However, the flux of electrons arising 
from the anode, and the current i 1 corresponding to it, is determined mainly by 
the anode voltage and only to a much lower extent by the anode current. 

Consequently, one can understand why in some cases the sample may get 
negatively charged. The flux of electrons emitted by the sample decreased 
quickly when the anode potential decreased, but at a constant anode current 
(ia) the flux of electrons emitted by the aluminum foil (i2 ) was independent of 
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the anode potential and remained constant. Therefore, at low voltages (of the 
order of 2.5 kV) the number of electrons hitting the sample was greater than the 
number of electrons leaving it. Since both the electron emission from the sample 
and the flux of electrons coming to the sample are proportional to ia , it follows 
that the magnitude of sample charging, being the difference between two linear 
variations, also has a linear dependence on ia . In fact, at low currents a linear 
behavior is observed, whereas at high currents a saturation does occur. For dif­
ferent samples, the first region of the curve of'{J versus ia may be different, but 
in all cases '{J becomes independent of ia at a current of ia ....., 20 rnA. The empir­
ically determined dependence of '{J on ia can be represented by the simple relation 

A Bia 
(jJ = 1+ Bia (5) 

where A and B are constants. This dependence suggests that a further mechanism 
may exist, which has not yet been considered and which causes a decrease of 
sample charging. It is presumably caused by the X radiation and results in a flux 
of electrons directed toward the charged surface layer of the sample. It can be 
supposed that such a mechanism arises from photoconductivity. 

Let us consider the current i through the circuit formed by the sample sur­
face and the sample holder. It has been found experimentally that this current 
depends linearly on ia. By using the Kirchhoff law, one obtains for the current i 
the following expression (see Figure 22): 

Since i 1 = K 1 ia and i2 = K2 ia, it follows that 

By making use of the empirical formula (5), one may write 

Since the flux n of photons hitting the sample is proportional to the current ia , 

this expression agrees with the formula giving the dependence of the photocon­
ductivity a on n, namely, 

(J = (Jo+ En. 

This formula, which is characteristic for photoconductivity, is similar to formula 
(5), and this provides evidence of the significant influence of photoconductivity 
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Figure 22. Schematic diagram of the 
circuit for determination of the current 
passing through the sample and the sam­
ple holder: (1) window of the X-ray 
tube; (2) sample surface. 
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on the process of sample charging. The experimental data reported by Ebel and 
Ebel [14] were obtained for glass covered by gold, for Teflon, and for Teflon 
covered by a silver foil. 

The magnitude of sample charging depends on the state of the surface. If the 
sample surface is covered by oxide particles, the magnitude of the charge on each 
particle will depend on its dimensions. It will also vary over the surface of each 
particle, and will be different for particles of different shapes. These problems, 
however, have not yet been studied experimentally. One fact is clear, namely, 
that the sample to be investigated should have a smooth surface. 

Before proceeding with a consideration of methods of calibration of photo­
electron spectra of insulators and semiconductors, let us discuss the experiment of 
Hedman et al. [15] , in which n- and p-type silicon samples were studied. The sam­
ples were prepared by alloying silicon with a concentration of 2 X 1019 atoms/cm3 

phosphorous and with 4 X 1019 atoms/cm3 boron. At such concentrations, the 
mixed levels form a band, and the conductivity has in both cases a metallic char­
acter. Consequently, the samples do not become charged under the action of 
X radiation. It follows that the Fermi level is situated at the top of the valence 
band in the case of p-type silicon, and at the bottom of the conductivity band in 
the case of n-type silicon. To avoid changes of the characteristics of the alloyed 
samples, their surfaces were not exposed to any chemical poisoning. 

The measurements were performed under a vacuum of 10-6 torr. In the 
photoelectron spectrum, a low-intensity line was observed on the high-energy 
side of the silicon 2p binding-energy peak. The occurrence of this line was due 
to the presence of an oxide layer on the sample surface. As a result of the dif­
ferent position of the Fermi level in the samples, it was to be expected that a 
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Figure 23. Photoelectron spectra of 2p electrons 
E, eV in highly alloyed silicon: (1) n type; (2) p type. 

shift of the silicon 2p core level would appear. Such a shift was, in fact, de­
tected experimentally, and its magnitude, 1.0 ± 0.2 e V, was close to the value 
of the forbidden bandwidth (1.1 e V). For the two particular samples considered 
here, the following binding energy values were obtained: 100.0 eV for n-type 
silicon and 99.0 eV for p-type silicon. The photoelectron spectrum for silicon 
2p electrons is shown in Figure 23. When the specimens v.:ere subjected to chem­
ical poisoning, a binding energy of 99.5 ± 0.2 eV was obtained. This was the 
same value as that obtained for silicon with a low concentration of the second 
component. 

Ley et al. [16] have studied the problem of the Fermi-level position in insul­
ators and semiconductors. The magnitude of'P was determined as follows. After 
recording the photoelectron spectra of the sample, its surface was covered with a 
thin layer of gold, and the binding energy of the gold 4/7/2 electrons was mea­
sured, together with one of the intense core-level lines. Since in gold the position 
of the 4/7/2 line relative to the Fermi level is well known (E~ = 84.0 eV), it fol­
lows that the binding-energy value of the core level under investigation could be 
obtained with respect to the Fermi level of the deposited gold layer. This proce­
dure makes possible the determination of the Fermi-level position with respect 
to the top of the crystal valence band, and also the determination of the magni­
tude of sample charging 'P. Very careful experiments were performed in order to 
determine the charging effect for 26 semiconductors and insulators. Figure 24 
shows the measured 'P values of these crystals, as a function of the width of their 
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Figure 24. Dependence of the charge of dielectrics and semiconductors on the magnitude 
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forbidden band. This figure shows clearly that some correlation exists between 
the charge \{! and the width of the forbidden band of semiconductors and insula­
tors. Materials with narrow forbidden bands become charged up to values close 
to or somewhat lower than the width of the forbidden band itself. Crystals 
characterized by wide forbidden bands become charged up to values close to or 
somewhat greater than the width of the forbidden band. 

Unexpectedly, high charging was observed for the compound ZnSe (22 eV), 
which may result from the influence of the photovoltaic effect. The existence of 
the above correlation indicates that, at high values of the current that neutralizes 
the specimen charging, a mechanism of the Zener breakdown switches becomes 
active. This mechanism is particularly probable for materials with high carrier 
concentration. It is also necessary to take into account the surface conductivity, 
which can introduce a significant contribution to the neutralizing current in 
those cases in which the magnitude of charging is lower than the width of the 
forbidden band. Thus, the procedure described above allows a quite accurate de­
termination of the Fermi energy position with respect to the top of the valence 
band. However, the significance of this E F value remains as yet incompletely 
understood . 

. A similar situation arises when special techniques are used with the aim of 
canceling out the charging effect. This can be achieved by irradiating the sample 
under investigation with low-energy electrons or with ultraviolet radiation. 

The position of the Fermi level, as determined from ultraviolet photoemis­
sion experiments, depends on the stoichiometry, on alloying, and on the surface 
states of the sample. Deformation of the electron energy bands caused by sam­
ple surface charging should be taken into account. Wagner and Spicer [17] have 
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shown that, in order to determine the position of the Fermi level, each of the 
aforementioned parameters should be carefully examined. Consequently, the ex­
periments should be performed on sample surfaces of atomic-scale purity, and it 
is also absolutely necessary to know the precise stoichiometric composition and 
the degree of alloying. These factors are usually more easily controlled in silicon 
and germanium than in binary semiconductors. Unfortunately, a great deal of 
experimental work has been performed on specimens for which at least one, and 
very often even several of the aforementioned parameters have not been deter­
mined. Exceptions to this are several photoemission measurements performed in 
the vacuum ultraviolet region [17,18]. As is seen in Table 3, the Fermi level is 
preferentially localized near the center of the forbidden band. 

Vesely et aZ. [19] have determined the position of EF for CdS, CdSe, CdTe, 
ZnO, ZnSe, ZnTe, and for the semiconductors HgSe and HgTe with a small for­
bidden band, by comparing EJ; obtained from measurements in the ultraviolet 
region of the spectrum with EJ; obtained from X-ray photoelectron spectra. The 
different values of EJ; explain the discrepancy between the results obtained by 
Ley et aZ. [16], on the one hand, and by Vesely et aZ. [19], on the other. Use of 
monochromatized X radiation is of great importance in the determination of the 
magnitude of E VB, which in this case can be obtained by extrapolating the steep 
side of the low-energy valence band peak toward the background line. 

In the spectra of the semiconductors and insulators investigated by Ley et aZ. 
[16], sharp and narrow core-Ievel1ines were observed, even when the magnitude 
of the charging <{i was 10 e V or even more. Therefore, it can be concluded that in 
spite of the fact that the sample surface is charged throughout the whole depth 

TABLE 3. Position of the Fermi Level inside the Forbidden Bandgap 
of Dielectrics and Semiconductors 

Approximate 
Magnitude of the location of 

Compound EF-EVB forbidden bandgap EF, eVa 

lnTe 0.17 1.19 B 
GaAs 0.0 1.40 B 
GaP 0.15 2.26 B 
InSb 0.12 0.18 C 
lnSe 1.13 2.80 C 
lnS 1.08 3.6 C 
lnO 1.63 3.3 C 
CdTe 0.47 1.40 C 
CdS 1.27 2.58 C 
InAs 0.3 0.35 U 
CdSe 1.88 1.84 U 

aB = bottom; C = center; U = upper part of the forbidden bandgap. 
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of X-ray penetration (approximately 104-1 OS A), the charge potential has a step­
wise variation at the surface. 

It should be noted that although the calibration of the photoelectron spec­
tra of nonconducting samples by covering them with a thin layer of gold gave 
consistent and noncontradictory results for the semiconductors and insulators 
studied by Ley et al. [16], it is not completely certain that this calibration 
method is universally valid. This is indicated, for example, by the results of other 
experiments [20,21], in which it has been found that deposition of gold on the 
sample surface may result in chemical reactions with the sample material, and 
consequently in a chemical shift of the gold 4/7/ 2 line toward greater or lower 
values of the binding energy. Another factor that affects the shape and the posi­
tion of both the gold and the sample lines is the thickness of the deposited layer. 

Effective Escape Depth of Electrons 

The effective escape depth of electrons is an important parameter that deter­
mines whether the experimental information obtained characterizes the bulk or 
the surface properties of the sample under investigation. In order to elucidate 
this problem, it is necessary to be able not only to measure the effective depth 
of electron escape from the sample under the action of X radiation, but also to 
determine the values of the effective depths that correspond to the bulk or to 
the surface properties of the sample, respectively. 

By ultraviolet photoemission studies the effective escape depth of electrons 
has been determined for a number of crystals. These measurements have been 
mainly made in the region of incident photon energies up to 10 eV.1t has been 
found that the escape depth depends strongly on the kinetic energy of the elec­
tron. For electron kinetic energies that are greater than the energy of the Fermi 
level by some tenths of an electron volt, the effective escape depth can reach 
values of the order of 104 A [22]. It decreases rapidly to values of the order of 
20-30 A when the electron kinetic energy Ekin increases. 

A number of experiments have been performed for the determination of 
this parameter by X-ray photoelectron spectroscopy, for electron energies up to 
3500 eV. It has been shown that, in the X-ray region of photoelectron excita­
tion, typical values of the effective electron escape depth are of the order of 
20-30 A, corresponding to electron energies in the range 1-2 keY. If the elec­
tron energy is further increased, an increase of the effective escape depth is 
observed. 

Two methods are employed for the determination of the effective escape 
depth in X-ray photoelectron spectroscopy. The first method consists in mea­
suring the thickness of a layer deposited onto a substrate made from a different 
material; the intensity of a given line from the deposited layer sample is com­
pared with the intensity of the same line from a bulk sample of the same mate-
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rial. In the second method, the substance under investigation is also deposited on 
a substrate, but in this case the intensity of a given characteristic line from the 
covered substrate is compared with the intensity of the same line from the sub­
strate material. 

When analyzing the intensities in photoelectron spectra, it may be assumed 
that the intensity of the X-ray photon beam does not suffer significant modifica­
tion in the vicinity of the sample surface. Therefore, for the intensity of photo­
electrons with given energy, one may write the following expression: 

dl =, FuNke-x/i\dx, (6) 

where F is the intensity of the X-ray photon flux, ° is the photoionization cross 
section for the given photon energy and given atomic level, N is the number of 
atoms of a given type inside unit volume of the sample, k is a factor determined 
by the geometry of the spectrometer and by the counting efficiency of the 
photoelectron detector, x is the distance traveled by the photoelectron inside 
the sample material, and A is the effective electron escape depth. 

From formula (6), the following expression is obtained for the intensity of 
the photoelectron flux emitted from a surface layer of the specimen, of thick­
ness d: 

(7) 

Here, 100 is the intensity of the photoelectron flux emitted by the bulk sample. 
The subscript 1 refers to the sample under investigation. From formula (7), by 
using the first of the above-mentioned methods, one can determine the value of 
A 1. By using the second method, the intensity of photoelectrons traversing a 
sample layer of thickness d can be obtained from 

where 10 is the intensity of the photoelectron flux emitted from the uncoated 
substrate material, i.e.,/o = FOzNzkAz. Here 0z, Nz, and Az are the correspond­
ing characteristic parameters of the given sample. 

Particularly stringent requirements are imposed on the quality of the sample 
layer deposited onto the substrate. It should be homogeneous since the presence 
of lower-density regions or of uncovered regions would result in an increased 
value of the escape depth A. There are several methods for the deposition of uni­
form layers onto substrates. One of these methods, proposed by Steinhardt et al. 
[23], consists in depositing the layer through a narrow slit onto a rotating cylin­
der. It is desirable to perform the deposition inside the spectrometer chamber it­
self, in order to avoid atmospheric exposure of the sample even for relatively 
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short times. If, for practical reasons, this requirement cannot be met, it is neces­
sary to heat the specimen after mounting it in the spectrometer, until the Is-peak 
signals of oxygen and carbon decrease and the characteristic signal of the depos­
ited substance increases. Deposition of the desired layer on the substrate is usu­
ally achieved by electron bombardment of a separate piece of material. Carlson 
and McGuire [24] deposited thin layers of tungsten trioxide on tungsten sub­
strates by anodization. 

Let us consider the results of some experiments that have been carried out 
to determine the magnitude of A. In one of the first experiments, Klasson et al. 
[25] determined A for gold and for aluminum oxide (Ah03). The magnitude of 
l_e-d/A for three energy values of the electrons emitted from gold is shown in 
Figure 25. The full lines were drawn through the experimental points by using 
the least-squares method. In experiments devoted to the determination of A, the 
intensity ratio III co is usually measured, since it is less sensitive to surface impu­
rity contamination of the bulk sample and of the deposited layer. 

For gold, the magnitude of A was also determined at a photoelectron energy 
of 3208 eV. Its value was found to be 37 A. With available experimental data it 
was possible to establish the energy dependence of A in the investigated energy 
region as A(E) = CEn , where the value of n was found to be 0.5 ± 0.1 by the 
least-squares method. It should be mentioned that the accuracy in the determi­
nation of A depends to a great extent on the accuracy in the determination of 
the sample thickness. In the work of Klasson et al. [25], the latter was deter­
mined by the standard interferometric method [26] to within ±1O%. For gold, 
A was determined with an accuracy of ±15%. For Al20 3, at a photoelectron 
energy of 1389 eV, A was determined as 13 A, and at 3856 eV it was found to 
be 22 A. 

Let us now consider the experiment of Carlson and McGuire [24] , in which 
A was determined for tungsten trioxide W03. The photoelectron spectra of the 

60 80 d, 

Figure 25. Dependence of the intensity of gold photoelectron lines on sample thickness. 
at three values of the kinetic energy of electrons: 0-940 eV (4P3/2' AI-K0l1•2); +-1403 eV 
(4f7/ 2• AI-K0l 1•2); .-2671 eV (3P3/2' Cr-K0l 1). 
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4[7/2,5/2 levels of pure tungsten and of its oxide W03 are different because of 
the chemical shift of these tungsten levels in the oxide (Figure 26). For an oxide 
layer of thickness d', the intensity ratio may be expressed as follows: 

(8) 

The ratio N2 IN! for tungsten and for W03 is known from the ratio of densities. 
The ratio A2/A! may be obtained experimentally by measuring the intensity of 
4[lines of pure tungsten and of pure W03 , under identical conditions. Since the 
intensity of the photoelectron flux emitted from a bulk sample may be expressed 
by the formula 

1= FoNkA, 

it follows that 

(9) 

The ratio R*, as determined in a separate experiment, is equal to 1.74. Equation 
(9) shows that if A is known for a particular energy and for a particular com­
pound, it is possible to determine its value for any other compound containing 
the given element. As can be seen from Figure 26, when the thickness of the 
oxide layer increases, the signal corresponding to pure tungsten decreases, while 
the signal corresponding to W03 increases. It should be noted that the energy 

46.0 38.0 30.0 E, eV 

Figure 26. Photoelectron spectra of 4f7/2 and 4[5/2 
electrons of tungsten and of tungsten oxide, for vari­
ous thickness of the oxide layer: (1) d = 2.3 A, (2) 
14.9 A, (3) 21.3 A, (4) 30.6 A. 
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Figure 27. Intensity ratio of photoelectron lines of tungsten and of tungsten oxide as a 
function of the thickness of the oxide layer. 
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distance between the characteristic lines of pure tungsten and its oxide remains 
constant at all oxide thicknesses, except when the thickness of the oxide layer is 
approximately equal to one monolayer. The experimental values of the intensity 
ratio are shown in Figure 27. The curve in this figure was derived by using for­
mula (8) with the experimental value R* = 1.74 and by choosing the optimum 
value of AI' This curve, giving the dependence of Ron d', agrees well with the 
experimental data, in spite of the fact that the experimental values of R vary 
over three orders of magnitude. The best agreement with experiment was ob­
tained for A = 26.3 A. The value of A2 in this case was 12.8 A. The thickness 
of the oxide layer was determined by the method proposed by McCargo et al. 
[27], who determined a relation between the anodization potential and the 
thickness of the oxide layer. An additional check was achieved by irradiation of 
the tungsten sample with neutrons before anodization, followed by dissolution 
of the oxide layer in a solution of KOH and determination of its radioactivity. 
The authors estimated the error in the determination of Al to be ±20%. This 
error value includes the uncertainties in the determination of the layer thickness 
d' and of the ratios Rand R *. 

Klasson et al. [28] have determined the value of A for silicon. A silicon film 
was deposited on copper and chromium substrates and the intensity of the pho­
toelectron lines of silicon, copper, and chromium were studied as a function of 
the thickness of the deposited layer. The magnitude of the exponent n in the 
equation 1\(E) = CEn was evaluated for the energy range from 321 to 3574 eV. 
It was found to be 0.7 ± 0.2, which is fairly close to the value n = 0.5 ± 0.2, ob­
tained earlier for gold. Figure 28 shows the energy dependence of A for silicon 
and gold, based on the data from Klasson et al. [25,28]. 
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Figure 28. Effective escape depth of electrons 
from (1) silicon and (2) gold as a function of 

5000 E, e V electron kinetic energy. 

In the above discussion, our aim has been to give the reader a description of 
the experimental approach to the problem. Therefore, we have considered only a 
few, but characteristic experiments for the determination of the effective escape 
depth of electrons. All currently available data on the values of A, measured 
over a large energy range, for pure metals and for compounds, are shown in Fig­
ure 29. 

We shall not discuss the methods used for the determination of A in ultravio-

.~ 

< 
70 

60 

50 28 
x 

27 
x 

100 tOOO E-EF, eV 

Figure 29. Effective escape depth of electrons as a function of the electron kinetic energy. 
The curves and the points are taken from the following papers: (1) Cu, Ag, Au [29-31}; 
(2) Ag [32J,' (3) Au [25J,' (4) Au [33J,' (5) Al [34J,' (6) Al [35J,' (7) Al [36J,' (8) AI2 0 3 

[25},' (9) C [37},' (10) W [24},' (11) W [38},' (12) W0 3 [24}; (i3) Mo [38}; (14) K [39}; 
(J 5) Cs [40}; (16) Sr [22}; (17) Ba [4i}; (i8) Yb [4i}; (19) Ce [22},' (20) CI [4i}; (21) 
Gd [42}; (22) Y [42}; (23) Ni [42}; (24) Fe [43}; (25) Si [44}; (26) Si [45}; (27) Si [28}; 
(28) GdTe [46}; (29) NaKSb [47}; (30) Be [48}; (31) Ge02 [49}. 
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let photoelectron spectroscopy. Even there, however, the method used is based 
on the deposition of a layer of one material onto a substrate made from a differ­
ent material, followed by a study of the contribution of these two substances to 
the photoelectron spectrum as a function of the thickness of the deposited layer. 

In the energy region down to approximately 10-2 eV, there exist great dif­
ferences between the A values of different materials. For cesium, strontium, and 
barium, at energies of the order of 10 eV, small values of A have been found, i.e., 
A - 1-2 A. However, the physical significance of A remains unclear if its magni­
tude is lower than the lattice constant of the elementary cell. In such cases, par­
ticular care should be exercised in the interpretation of the experimental energy 
distribution of electrons. In the majority of cases, however, at photoelectron 
energies lower than 10 eV and greater than 1 keY, the electrons are usually 
emitted from a depth of approximately 8-10 monolayers. In the intermediate 
energy range, a tendency has been observed toward a decrease of A. In the fu­
ture, the most promising development will probably come from the study of 
photoelectron spectra by using synchrontron radiation, since this enables mea­
surements to be made over a wide range of excitation energies. Since within this 
energy region the magnitude of A decreases, the study of the photoelectron spec­
tra will allow a comparison of the bulk and surface properties of solid materials. 

The effective escape depth of electrons is, in fact, a measure of their mean 
free path. It is defined by the expression 

1 xdJ o 
,\ =-1-

and represents the thickness d = A of the layer that causes a decrease of e times 
in the photoelectron line intensity. Sometimes, instead of A, the value Al/2 is 
used, defined by the condition that the intensity decreases to half of its initial 
value. The values of A and Al/2 are related to each other through the expression 
Al/2 = A In 2 = O.693A. 

The theoretical treatment of the problem of electron scattering processes in 
the energy range from ultraviolet light to ultrasoft X rays is at present insuffi­
ciently developed. The photoelectrons traveling toward the surface lose their 
energy as a result of electron-electron and electron-phonon scattering, whence 
we can write 

The electron-phonon scattering is characterized by a relatively weak energy 
dependence and by small energy losses, of the order of 10-50 meV. Energy 
losses caused by electron-phonon scattering processes are important only for 
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metals, at energies lower than 5-6 eV. Therefore, at higher energies, the predom­
inant effect is that of electron-electron scattering, which is characterized by a 
strong energy dependence and by large energy losses resulting from energy 
transfer in the collision processes. In the X-ray energy range, account should be 
taken of the contribution of core-electron ionization processes. However, this 
contribution is not great, amounting to approximately 4% at energies of 100 eV 
and approximately 14% at energies of 1500 eV [50]. The main difficulty is 
related to the evaluation of the contribution of valence electrons. In conclusion, 
in spite of the fact that the photoelectrons are emitted from a depth of material 
much larger than A, the effective depth of their escape from the sample is, as a 
result of inelastic collisions, relatively low, being of the order of 20 A. At present, 
there are strong reasons to believe that, for such values of A, X-ray photoelec­
tron spectroscopy gives information about the bulk rather than surface prop­
erties of the samples under investigation. This is confirmed by the good agree­
ment between the shape of the experimental energy distribution of valence 
electrons and the density-of-states curves calculated without taking into account 
the surface states or the theoretical energy distributions of valence electrons. 
Further on, we shall return to a discussion of these problems, showing that by 
studying the angular distribution of photoelectrons emitted from solid materials 
it is possible to distinguish at least semiquantitatively between the contributions 
to the photoelectron spectra of the bulk and the surface atoms. 

Sample Preparation 

The studies of effective electron escape depth have established that, in the 
process of X-ray photoelectron emission, only thin surface layers of material 
(20-30 A) are involved. Consequently, the surface condition of the sample may 
have a marked influence on the results obtained. This is particularly true of 
metal samples on which oxide layers can be formed by contact with the atmo­
sphere. Metal samples are usually in the form of foils, plates, or cylinders. In 
order to -remove surface oxide layers, various methods may be used. 

Fadley [51] and Baer et al. [52] have studied the effect of heating the 
sample to high temperatures (T> 500°C) in a hydrogen atmosphere at 10-2 _ 

10-3 torr. The method of X-ray photoelectron spectroscopy has a great advan­
tage over other methods of studying the electron structure of solid state mate­
riats, since it allows measurement of the degree of sample surface contamination 
during the entire duration of the experiment. For this purpose, it is sufficient 
to monitor the core-level photoelectron spectra of oxygen, carbon, and other 
elements present on the sample surface. The intensity of the observed peaks 
will serve as a measure of the degree of cleanliness of the sample surface. Fig­
ure 30 shows the results obtained by Fadley [51] after several successive steps 
in the cleaning of an iron sample surface. 
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Figure 30. Photoelectron lines of 
oxygen 1s (a) and iron 3p (b) of a 
metallic iron sample. at various stages 
of surface cleaning in a hydrogen 
atmosphere. 
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As this figure shows, the oxygen Is line at room temperature has a consider­
able intensity and contains two components. As the temperature of the sample 
was increased, a significant modification of the line intensity was observed. 
First, the component on the high-energy side, on the electron kinetic-energy 
scale (which corresponds to the low-energy side of the binding-energy scale), 
gradually disappeared. It seems reasonable to assume that this component origi­
nated from the oxygen molecules adsorbed on the sample surface, while the 
more intensive component originated from the iron oxides. It should be noted 
that after specimen cleaning the oxygen line did not disappear completely, but 
only decreased markedly in intensity. For the iron 3p photoelectrons a signifi­
cant change in shape of the lines was observed. As the sample temperature was 
increased, the line component situated on the high-energy side, on the binding­
energy scale, gradually decreased and finally disappeared completely. 

The above method of cleaning sample surfaces is, however, not universally 
valid, since it causes removal of surface oxides, but not of carbides and nitrides. 
Moreover, hydrogen is an explosive gas and its handling in the experiment re­
quires extreme care. A more efficient method consists in bombarding the surface 
to be investigated with argon ions. The method of surface cleaning by argon ion 
bombardment was first used by Hufner et al. [53], and has subsequently been 
used in a great number of experiments. This method generally allows the removal 
of surface layers of sample material together with the impurities contained in 
them. Therefore, it can be sufficiently used for cleaning not only noble metals, 
but also metals characterized by a high reactivity, as well as insulators and 
semiconductors. 

The method of surface cleaning by argon ion bombardment has also been 
used by the present authors. The cleaning was carried out in a special chamber, 
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Figure 31. Dependence of the 
structure of the 2P3/2 and 3d 
photoelectron spectra of iron on 
the degree of cleanliness of the 
sample surface: (a) C-ls; (b) 
0-ls; (c) Fe-2P3/2; (d) Fe-3D. 
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separated by a valve from the electron spectrometer. The argon pressure in the 
chamber was 0.1 torr, the voltage between the chamber walls and the sample 
holder 1 kY, and the current 15 rnA. The cleaning was more efficient if a con­
tinuous flow of fresh argon toward the specimen was maintained. The duration 
of the cleaning process by argon discharge was 3-5 min. 

Figure 31 shows how the spectra of iron, oxygen, and carbon change after 
progressive cleaning of an iron surface by argon ion bombardment [54] . Particu­
larly pronounced changes are apparent in the valence band, which means that 
the study of the photoelectron spectra of pure iron is possible only on cleaned 
surfaces. As can be seen from Figure 31, this method of cleaning allows an effi­
cient removal of oxygen and carbon from the surface layer of the sample. How­
ever, since the vacuum level in the spectrometer was only 10-7 torr, and the 
evacuation was performed by a turbomolecular pump, a layer of hydrocarbons 
was continuously built up on the sample surface, and consequently the Is line of 
carbon appears in the photoelectron spectrum. The intensity of this line re­
mained unchanged, however, for several hours. This is somewhat surprising and 
could perhaps be explained in terms of the formation of a surface hydrocarbon 
layer that protects the cleaned iron from oxidation. Of course, some argon ions 
are implanted into the sample, but the intensity of argon photoelectron lines is 
so low that this effect may be neglected. 

The values of binding energies for a number of metals that have an even 
higher chemical reactivity than iron can be determined after mechanical cleaning 
of the sample surface. Let us consider, for example, determination of the bind­
ing energies of niobium 3d3/ 2 and 3ds/2 electrons. Figure 32 shows the niobium 
photoelectron spectrum over the energy range where the 3d 3/2 and 3d S/2 lines 
are situated [55] . 

The spectra were recorded for foils of 0.2 mm thickness, made from thin 
sheets of metallic niobium. A magnetic electron spectrometer was used with the 
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Figure 32. Photoelectron spectra of 
(a) niobium; (b) oxygen; (1) before 
cleaning, (2) after mechanical clean· 
ing, (3) after mechanical cleaning and 
heating up to 400°C. 
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magnesium Ka1 2 line as the source of photons. The experiment was performed 
in a rather poor 'vacuum of only 10-4 torr. As can be seen from Figure 32, the 
spectrum of the uncleaned specimen exhibits two well-defined peaks, situated 
at energy values corresponding to the 3d 3/2 and 3d 5/2 electronic states of metal­
lic niobium. After mechanical cleaning and subsequent heating of the sample up 
to 400°C, the lines corresponding to the metallic state are increased in intensity. 
After mechanical cleaning, the intensity of 3d3/2 and 3d5/ 2 lines corresponding 
to the oxide state is also increased, as compared to the uncleaned foils. This 
demonstrates that on the sample surface, besides niobium oxides, there also 
exist adsorbed gases such as oxygen and hydrocarbons. 

The presence of adsorbed oxygen on the sample surface is confirmed by the 
study of the oxygen Is lines. For the uncleaned sample this line is rather broad 
(3.8 eV). The energy position of its maximum (532.4 eV) indicates the prepon­
derance of adsorbed oxygen on the sample surface. After mechanical cleaning of 
the sample, a second component appears in the structure of the Is oxygen line. 
The high-energy component is situated at approximately the same binding­
energy value as the peak in the previous case, but the second component is 
shifted by 2.6 eV toward lower binding-energy values. This last line corresponds 
to niobium oxide. After heating up to 400°C, there remains only one peak in 
the photoelectron spectrum. This corresponds to oxygen in niobium oxide, with 
the adsorbed oxygen driven from the surface. Thus, in this case, even a simple 
operation of cleaning the sample surface makes it possible to determine the 
values of core-level binding energies for pure niobium as 204.3 eV for 3d3/2 
electrons and 202.1 e V for 3d 5/2 electrons. A drawback of this method is that 
in the spectrum obtained after mechanical cleaning the lines corresponding to 
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metallic niobium are still rather broad. This introduces errors, albeit small 
(03-0.4 eV), in the determination of binding-energy values. 

The study of the valence band photoelectron spectra of metals requires more 

stringent conditions, as far as sample surface cleanliness is concerned, than the 
study of core-electron spectra. As we have seen in the case of iron, for example, 
the structure of valence band photoelectron spectra may be strongly affected 
by the actual composition of the sample surface. For this reason, ultrahigh 
vacuum in the spectrometer is necessary and should. be maintained at a level 
of about 10-10 torr during recording of the photoelectron spectra, especially in 
the case of samples with high oxidation affinity. One way to study oxidation­
sensitive metal samples is to prepare them by evaporation onto a substrate under 
high-vacuum conditions. This method was used by Baer and Busch in the study 
of valence band photoelectron spectra of aluminum [56]. A thin aluminum 
layer was evaporated onto the optically flat surface of a quartz crystal substrate. 
During 1 min of rapid evaporation, the pressure increased to 1 X 10-9 torr, but 
10 min after the evaporation it had decreased again down to 2 X 10-11 torr. 
However, even in this experiment, in spite of the very careful sample prepara­
tion, weak Is lines of oxygen and carbon were observed. Their intensity was 
lower than 1 % of the intensity of the aluminum 2s lines. The valence band 
photoelectron spectrum of aluminum obtained in this experiment is shown in 
Figure 33. The weak structure observed at 10-eV binding energy can be attrib­
uted to the 2p electrons of oxygen, since its intensity is directly correlated to 
the intensity of the oxygen Is lines. This was shown by using sample layers evap­
orated under a vacuum of 10-7 torr. 
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Figure 33. Valence band photoelectron spectrum of aluminum. 
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Fuggle et al. [57] have studied the photoelectron spectra of some alloys of 
noble metals with aluminum. The samples were obtained by successive evapora­
tion of layers of both materials, one over the other, followed by diffusion under 
appropriate conditions. The total thickness of the evaporated layers was approx­
imately equal to 1000 A. The evaporation was performed twice, under a vacuum 
of 10-8 torr, and was followed by immediate monitoring of the presence of oxy­
gen and carbon on the sample surface. Shortly after evaporation, the pressure 
level in the reaction chamber dropped down to 10-10 torr, and the sample was 
transferred to the analyzing chamber, which was kept constantly under a pres­
sure of 5 X 10-10 torr. The observed intensity of oxygen and carbon Is lines 
after each of the evaporation operations was insignificant. The sample with the 
two layers evaporated one over the other was heated up to a temperature greater 
than 180°C. The diffusion process was allowed to take place for about 10 min, 
and was considered to be complete when the photoelectron spectrum ceased to 
change with time. Various stages in the diffusion process are shown in Figure 34. 

The cleaning of semiconductors and insulators is often performed by using 
an argon ion gun operated at a voltage of 1 kV and a current of lOrnA. More­
over, the sample is heated from behind by electron bombardment with an elec-

Figure 34. Valence band photoelectron 
spectra of aluminum and gold in AI-Au 
films at various stages of the diffusion 
process: (a) gold; (b, c, d, e, f, g) inter­
mediate stages of the diffusion process; 
(h) final product of the diffusion pro­
cess, Al2Au compound. 
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tron gun. In order to increase the efficiency of photoelectron counting, the 
sample surface is first mechanically polished and then electropolished. Good 
sample flatness is also necessary for calibration by deposition of a gold layer 
on the sample surface. 

For the preparation of clean sample surfaces, evaporation of the desired 
substance on a substrate under high vacuum conditions gives better results than 
bombardment with argon ions. Hufner et aZ. [58] have shown that the cleaning 
of palladium samples by argon ion bombardment for a rather long time (up to 
30 min) results in the formation of a layer of amorphous palladium on the sur­
face. This explains why the valence band photoelectron spectra of this sample 
were different from the spectra of palladium deposited on a gold substrate. Not 
only were the fine details of the photoelectron spectrum changed, but also the 
intensity of the Fermi level was decreased. It has been found that the valence 
band photoelectron spectrum of palladium undergoes a greater modification 
than the spectra of some other metals such as copper, silver, and gold. For nickel, 
however, the trend of spectra behavior is similar to that observed in the case of 
palladium. 

In the lEE-IS spectrometer, because of its construction, the sample is 
cylindrical with a diameter of 11 mm and length 20 mm. When the preparation 
of appropriately shaped bulk samples is not possible, and when nonconductive 
specimens are to be investigated, use is made of the powdered material deposited 
on an adhesive tape, which is then placed on a metallic cylinder. 

In conclusion, it should be noted that X-ray photoelectron spectroscopy 
allows the study of the electron structure, not only of solid materials, but also 
of gases, metal vapors, and liquids. In the present work, however, we shall limit 
ourselves to discussion of problems related to the study of solids. X-ray photo­
electron spectroscopy as applied to the study of gases has been treated in detail 
in a monograph by Siegbahn et aZ. [2], although at present the study of metal 
vapors and liquids is still at an early stage. The first metal vapors studied by 
X-ray photoelectron spectroscopy were bismuth and lead [59]. The metal sam­
ples were placed in a molybdenum crucible having an opening of 1 mm diameter, 
and were heated in a high-temperature furnace. The experimental arrangement 
was such that the exciting X-ray beam was perpendicular to the stream of molec­
ular metal vapor. The photoelectrons were then admitted into the analyzer of 
the electron spectrometer. In the study of liquids [60] , it has been found that it 
is important to produce a non turbulent stream of liquid material, having a low 
diameter and passing very near to the entrance slit of the spectrometer. 
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Physical Principles of 
Electron Spectroscopy 

In the field of X-ray photoelectron spectroscopy there exists at present a large 
amount of experimental data that requires a complete theoretical analysis. 
Before the first papers reporting experimental data on photoelectron spectra 
were published, it was considered that the energy eigenvalues determined for 
multielectron systems by applying the Hartree-Fock or Hartree-Fock-Slater 
methods were an adequate approximation for the electron binding energies. 
However, it has been shown that the magnitude of the binding energies of 
deeply lying core electrons is affected significantly not only by relativistic ef­
fects but also by relaxation effects. Creation of holes in the photo ionization 
process results in a modification of the electron wave functions of the system, 
and this introduces a significant contribution to the values of binding energies. 
However, in the case of core electrons, both the relativistic and the relaxation 
effects are not very sensitive to the environment of the given atom incorporated 
in a molecule or in a solid material, and consequently the magnitude of core­
level chemical shifts is determined mainly by modifications of the density-of­
state distribution of the valence electrons. 

Another interesting effect observed in the photoelectron spectra, that is also 
related to the existence of a hole in the core levels of atoms with incomplete 
valence shells, is the multiplet splitting of photoelectron lines. This effect is due 
to the interaction of the spin and orbital momenta of the hole with the spin and 
orbital momenta of the valence band electrons. In some cases, as a result of the 
photoionization process, one additional electron may be emitted, or an excita­
tion of the system of electrons may occur. 

For the interpretation of experimental photoelectron spectroscopy data in 
the study of valence states of molecules and solid state materials, it is in general 
necessary to take into account the dependence of the photo ionization cross 
section on the nature of the particular state under investigation. For solid state 
materials, the different magnitude of the photoionization cross sections cor-
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responding to electrons of different symmetry types is the main factor that 
determines the difference observed experimentally between the energy distribu­
tions of photoelectrons and the density-of-state distributions of valence band 
electrons in crystals. However, even in these cases, the valence band photoelec­
tron spectra reflect the van Hove singularities in the density-of-states distributions. 

At present, there exists a number of methods for the calculation of energy 
bands and electron wave functions in crystals, the most popular ones being the 
method of orthogonal plane waves (OPW), the method of augmented plane 
waves (APW), the method of Green's functions (KKR), and the pseudopotential 
method. In this chapter, we will discuss briefly the basic ideas of these methods. 
Subsequently, spectra calculated on the basis of the various theoretical models 
will be compared with the experimental results. First, it should be noted that 
the energy positions of the van Hove singularities, as determined experimentally 
from electron spectra, may be used as parameters in the determination of 
pseudo potential form factors in the pseudopotential method. 

In recent years, special attention has been devoted to the study of such 
disordered systems as the alloys of transition and noble metals. We have there­
fore included a discussion of one of the most important methods used in the 
study of disordered systems, namely, the coherent potential approximation. 

The method of X-ray photoelectron spectroscopy also allows the determina­
tion of the angular distribution of emitted photoelectrons. Study of angular 
distributions gives information about the partial density of states of electrons of 
various types of symmetry. 

The results obtained by the use of X-ray photoelectron spectroscopy may in 
a number of cases be supplemented by results obtained from other techniques. 
In the present work, we will therefore discuss the present and future possibilities 
of a supplementary use of the method of X-ray photoelectron spectroscopy in 
combination with X-ray emission spectroscopy and, in some cases, with data 
obtained by the use of Mossbauer spectroscopy or nuclear magnetic resonance. 

Binding Energies and Chemical Shifts of Core Levels 

In order to evaluate the binding energy E B (k) = EI(k) - E i , it is necessary to 
calculate the total energy of the multielectron system corresponding to the 
initial and the final states. Total energies may be calculated by the methods of 
Hartree-Fock or Dirac-Fock, in the nonrelativistic and relativistic approxima­
tions, respectively. Let us consider the simplest case, when the wave function 
'11 of the system of N = 2n electrons may be represented as a single Slater 
determinant 

<PI (1 ) CI. ( 1 ) <PI ( 1 ) ~ (1 ) 
I 'I' =--

VN! 
<PI (N) CI. (N) <PI (N) ~ (N) ... <PI! (N) ~ (N) 

(10) 
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in which each spin-orbital, relativistic effects being neglected, is represented as 
the product of functions that depend only on space coordinates and functions 
that depend only on the spin. In the given spin-orbital, the space parts of the 
wave functions are here assumed to be the same for both spin orientations, 
which gives the so-called restricted Hartree-Fock approximation. 

The single-electron wave functions 'Pj(r) are determined from the Hartree­
Fock equations. For the Hamiltonian 

N N P 

H = - _I Y' V7 _ ~ ~ ~ + Y _I + ~ l/ls , 
2 '- ~ ~ "1 .... ,.. l..J RI 

1=1 1=1 /=1 I i>i IJ L-,s s 

which describes the system consisting of N electrons and P nuclei, the Hartree­
Fock equations may be written as follows: 

where 

Representation of the wave function 'IF by the expression (10) is generally valid 
only for systems with completely filled shells, since in this case the function (10) 
is also an eigenfunction of the operators S2 and S;, which commute with the 
Hamiltonian H. For systems with incompletely filled shells, the wave function 
'IF is usually represented as a sum of Slater determinants. 

After finding the self-consistent solution of the system of equations (11), the 
orbital energies €j may be determined by using the formula: 

(12) 

where 
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and Jij and Kij represent the Coulomb and exchange integrals, respectively: 

The total initial energy Ei is not equal to the sum of the single-electron energy 
values: 

It It 

Ee = ('l'i I HI 'l') = 2 ~ e~ + ~ (2J ij ~ Kij)' (13) 
i=1 t i.i=1 

It is to be noted that this expression does not include the term that describes the 
nuclear repulsion. With nuclei in fixed positions, inclusion of the additive term 
does not raise difficulties. Calculation of the energy of the system after the 
X-ray photoionization process has taken place represents a more difficult 
problem, since creation of holes results in relaxation of the wave functions 'Pi(r) 
which enter into the expression (10) for Wi' In order to avoid the difficulties 
related to such hole effects, the calculation of binding energies in the past has 
often made use of the Koopmans' theorem [61] . The Koopmans' theorem is 
valid under the condition that the one-electron wave functions 'Pi(r) that enter 
into the expression for the electron wave function 'It; of the whole system in the 
initial state coincide with the corresponding wave functions 'Pi(r) that enter into 
the expression for the electron wave function'll I of the system in the final state. 
In this case, the expression for the energy EI(k) may be obtained from formula 
(13) by eliminating the terms related to one of the two electrons in the kth 
orbital: 

n n 

Ef(k)=e~+2Le~+ ~ (2J ij -Kij)-}2 (2J ik -Kik)' 
i-#k i,j=l i=l 

It then follows that 

and, by taking into account the expression (12), one obtains 

which represents the Koopmans' theorem. In deriving this expression, it has 
been assumed that in the photoionization process the nuclei do not change their 
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positions. This assumption is based on the fact that the oscillation periods of the 
nuclei (of the order of 10-13 sec) are much longer than the time interval in 
which the photo ionization process takes place. 

In some cases, particularly in the study of energy band structures of crystals, 
the wave functions I{Jk and the energies E k are deduced from the one-electron 
equation 

(14) 

where 

H = - + V2 -+ V (r). (15) 

Here, it cannot be assumed that the energy eigenvalues Ek are close to the bind­
ing energies of electrons in the k state. Therefore, in order to obtain the binding­
energy values, it is necessary to add a correction term 8Ek to the energy Ek : 

where 

The term 8E k was introduced for the first time by Lindgren [62] . This cor­
rection improves appreciably the agreement with the one-electron energy values 
calculated by the Hartree-Fock method for atoms [l] . The expression for the 
total energy E i , including the correction, may be written as follows: 

n n n n 
I , .... 0 ~, ~ '\' 

E = 2 ~ ei + LJ (2J ij - Kij) = 2",- ci -- '-' (2J ij - Kij) = 
;=1 i,j=! 1=1 i,j=1 

n n n 

= 2 )' E. - ~.... (2J·· - K .. ) L 2 ~ oE = _ I ~ 1/ If I -'.! I 

i=! i,j=! i=! 

Snow et al. [63] have calculated the energies Ei for atoms, by taking into ac­
count the Slater-type exchange potential V~ = - 6 [(3/81T) p] 1/3, but without 
including the term L7= 1 oEi' The agreement with the energy values Ei obtained 
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by the Hartree-Fock method is significantly improved if one takes into account 
the contribution of this term. Lindgren has also proposed the use of a modified 
Slater-type exchange potential: 

VL C [ 81 ]'1• nl 1- )m ex = - 32)12 r,- p (r I" (16) 

where p = 47Tr2 p is the radial density of electrons, and the parameters C, n, m, 
which are equal to unity in the Slater approximation, can be determined from 
the condition of minimum total energy of the electron system. 

In the calculation of binding energies for heavy elements, account should be 
taken of relativistic effects. The relativistic equation for one particle, as pro­
posed by Dirac, is 

(17) 

where c is the velocity of light, 

and 

0' represents the Pauli matrices, I is a unitary matrix of dimension 2 X 2, and \}Ii 
represents a bispinor: 

(
'ljJil) 

qr = 'ljJi2 . 
i 'ljJi3 

, 'Ijli4 

If the energy E is measured against the rest energy as reference, then equation 
(17) may be written as follows: 

(18) 

The approximate multielectron Hamiltonian that includes relativistic effects, 
but does not include magnetic interactions and retardation effects, may be 
written 
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By using this Hamiltonian, Rosen and Lindgren [64] obtained the following 
expression for the total energy of the electron system: 

where 

('¥i If I 'F) = ~ 'Vi (l) lea. p + (~ - l) c2 - ~ 1 '¥i (l) d'l' 

(ij I g I ij) = II'¥; (1) '¥: (2) l- P12 '¥dl) '¥j{2)dT1d'2' J J I r 12 
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Here, P 12 represents the operator of permutation of the variables that character­
ize the first and the second particles. The Coulomb and exchange terms enter 
into both the nonrelativistic and the relativistic equations. In the relativistic 
equation, the nonlocal exchange potential may be replaced by the local Slater 
potential. The total energy is in this case given by 

where VCr) represents the sum of the Coulomb and exchange potentials, 

r 00 

Z 1 I r p (r') dr' s 
V(r) = -, + r J p(r')dr' + J r' + Vex; (20) 

o 

and 

6Ei = ~ (ij I g I ij) - <i I V (r) + 4- I i) . 

'11 j and Ej are the eigenfunctions and the eigenenergies, respectively, of the 
relativistic one-electron equation (18) with the potential (20). As exchange 
potential, use may also be made of the type of exchange potential given by 
formula (16). The parameters that enter into this potential are determined by 
minimization of the total energy of the system, as given by equation (19). For 
relatively light elements (i.e., Z ~ 29), C ~ 0.8-0.9, and n ~ 1.1-1.3, while for 
heavy elements (Z > 36), C ~ 0.7-0.8, and n ~ 1.10-1.20. In all of the cases 
considered, m = 1. It is worth noting that, by choosing the parameters C = 1 and 
n = 1, one obtains the Slater-type exchange potential. 

In the discussiol of the binding energy we should distinguish two different 
models. One, which we can denote by method A, is built upon identifying the 
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binding energy with the corresponding Hartree-Fock energies. The more appro­
priate procedure is to recognize that the levels seen in the spectrum are the 
levels of the ion left behind, i.e., the (N - I)-particle system. In this method, 
referred to as B, one obtains the energies by solving the self-consistent problem 
for the ionic state. Figure 35 shows the comparison with experimental data for 
Is electrons. For valence electrons, where the hole wave function is extended, 
the two methods agree rather well, whereas for strongly bound electrons only 
method B gives a satisfactory agreement. 

The existing disagreement between the theoretical and experimental values 
of binding energies may be attributed to the fact that the correlation effects, the 
magnetic retardation effects, and the quantum-electrodynamical effects have not 
be'en taken into account. Since the large majority of experimental data have 
been obtained from solid specimens, it is also necessary to take into account 
the energy shift resulting from the transition from single atom states to solid or 
molecular states. The magnitude of this shift (5-10 e V) is of the same order as 
the chemical shift. Magnetic and quantum-electrodynamical effects are partic­
ularly important in the case of heavy atoms. 

The total energy ET may be written as follows: 

E = EHF + EC .L ER. TT, ' (21) 

The first term in this expression represents the nonrelativistic Hartree-Fock 
total energy, the second represents the electron-electron correlation energy, and 
the third represents the relativistic energy including also the quantum-electro­
dynamical effects. In order to calculate the correlation energy, it is necessary to 
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Figure 35. Discrepancy between theoretical values of binding energy of 1s electrons as 
calculated by methods A (e) and B (0). The corresponding experimental data are also shown, 
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express the wave function of the electron system as a linear combination of 
functions, each of them expressed by a Slater determinant. In this linear com­
bination of determinants, besides the determinant corresponding to nonexcited 
orbitals, it is also necessary to include the Slater determinants that contain 
singly and multiply excited molecular orbitals. This method of calculating 
energies is called the method of configuration interaction (el). By taking into 
account expression (21), the binding energy may be written as follows: 

where flE c and flER represent the differences between the final-state and 
initial-state correlation and relativistic energies, respectively. By making use of 
the Koopmans' theorem, it is found that Ef,HF - Ei,HF is equal to - eHF . A 
more accurate expression for the binding energy should account for the relaxa­
tion effects, and therefore 

(22) 

Table 4 shows the values of the energies in equation (22), for the case of water 
molecules, as reported by Meyer [65] . The values of E£1 include the oscillation 
energy and the relativistic effects. 

The theoretical values of binding energies obtained by the method of con­
figuration interaction agree well with the experimental data. Good agreement 
between calculated and experimental values of binding energies is also obtained 
when account is taken of the relaxation, correlation, and relativistic energies. 
The value of EIfF, calculated by taking into account the relativistic effects and 
the oscillation energies, is lower than the experimental value. This indicates that 
the total correlation energy is somewhat larger for the initial state of the 2N­
electron system than for the final state of the (2N - 1 )-electron system. This 
condition is, however, not fullfilled for 2a I electrons, which may perhaps be 
explained by the fact that it is difficult to perform Hartree-Fock calculations 
for electron systems with an incompletely filled shell, if in these systems there 

TABLE 4. Comparison between the Theoretical and Experimental Values of the Binding 
Energies of the Water Molecule 

Orbital EB(exp) E£1 EIfF _e HF _ER - n AEC AER 

1al (Ols) 540.2 ± 0.2 540.0 539.5 559.5 -20.4 0.5 0.4 
2al 32.2 ± 0.2 32.4 34.2 36.8 -2.5 -1.9 0.0 
1b 2 18.6 ± 0.2 18.7 17.4 19.5 -1.9 1.3 0.0 
3al 14.7 ± 0.1 14.6 13.2 15.9 -2.5 1.4 0.0 
1b l 12.6 12.4 11.0 13.9 -2.8 1.4 0.0 
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exist deeply lying states of the same type of symmetry, characterized by close 
energy values [66] . The relaxation energy for the Is states of oxygen in the 
water molecule is large (20.4 eV). For valence electrons, it is an order ofmagni­
tude lower, but can vary for different states by approximately 1 eV. Conse­
quently, the orbital energies calculated without taking into account tlER - n are 
not always in the correct sequence for the closely spaced valence orbitals.t 

By using equation (22), one may write for the magnitude of the chemical 
shift of the core level i the following expression: 

The magnitudes of the energies tlEf - n , 0 tlEf, and 0 tlEf are much lower than 
the corresponding individual contributions to the binding energies of electrons in 
the ith state for the atom in the first and in the second compound. 

The energy tle[lF is determined by the ground state of molecules and solids, 
while tlEf - n is determined by a more complicated function that reflects the 
dynamics of the photo ionization process itself. In formula (22), the relaxation 
energy ER - n is determined as 

where 

ER - n is negative, since IEJfF 1 < 1 eHF I, and eHF < O. 
The relaxation energy for molecules and crystals may be expressed as the 

sum of two terms:j: : 

where the energy E1' R - n is determined by the increase of the local electron 
density in the vicinity of atom A, and E} R - n is determined by the additional 
redistribution of charge over the whole molecule or crystal. In the redistribution 
of the electron density, a tendency towards an increase of electron density in the 
direction of atom A is observed. Tables 5 and 6 show the values of energies 

tEditors' note: One might remark that the configuration-interaction approach is useful only 
for molecules and is not applicable to valence electrons in solids. 

:j:Editors' note: The relation is only approximately valid. In practice it is limited to the 
t:.SCF approximation. 
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TABLE 5. Values ofthe Relaxation Energies 
for Atomic States Obtained by the Modified 
Hartree-Fock-Slater Method (Nonrelativistic 

Calculations) 

Atom Is 2s 2p 

He 1.5 
Li 3.8 
Be 7.0 0.7 
B 10.6 1.6 0.7 
C 13.7 2.4 1.6 
N 16.6 3.0 2.4 
0 19.3 3.6 3.2 
F 22.0 4.1 3.8 

E!i -n for the series of elements from helium to copper, taken from the data 
of Gelius et al. [67]. 
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Snyder [68] has shown that the relaxation energy of an isolated atom may 
be represented as the sum of the contributions of different electronic shells. The 

TABLE 6. Values of the Relaxation Energies for Atomic States Obtained by the Modified 
Hartree-Fock-Slater Method (Relativistic Calculations) 

Atom Is 2s 2p 3s 3p 3d 4s 

F 22.1 4.1 3.9 
Ne 24.8 4.8 4.7 
Na 23.3 4.1 4.7 0.3 
Mg 24.6 5.2 6.0 
Al 26.1 6.1 7.1 1.0 0.2 
Sia 27.1 7.0 8.0 
P 28.3 7.8 8.8 
S 29.5 8.5 9.6 1.4 0.9 
CI 30.7 9.3 lOA 
Ar 31.8 9.9 11.1 1.8 1.4 
K 31.2 9.1 10.5 
Ca 32.0 9.6 11.1 
Sc 33.8 11.5 12.9 
Ti 35.4 13.0 14.4 3.6 3.4 2.0 0.3 
V 37.0 14.5 16.0 
Cr a 38.6 15.9 17.4 
Mn 40.1 17.2 18.8 3.6 0.4 
Fe 41.6 18.5 20.0 5.7 5.3 
Co 43.2 19.8 21.6 4.1 
Ni 44.7 21.1 22.9 6.7 6.3 
Cub 48.2 23.7 25.7 7.7 7.2 5.3 0.3 

aInterpolated values. 
bValues taken from [64 J. 
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contribution of each shell is proportional to the occupation number. These 
arguments are applied by Gelius [66] to molecules. For E}R -n, one may write 

(23) 

The constant k' is approximately equal to 2.5 eV for the Is electrons of ele­
ments in the second period and to 1.5 e V for those of elements in the third 
period; l~ is a nearly constant term, approximately equal to E;f - n for the free 
atom. According to Table 5, the electron relaxation energy for the Is state 
of the oxygen atom is -19.5 e V. By introducing this value into equation (23), 
together with the approximate value of the charge qA = 0.3, one obtains 
E} R - n = - 18.5 eV. From Table 4, it can be seen that the total relaxation 
energy for this case is 20.4 eV. Therefore,E}R-n represents only a small part 
of the relaxation energy. Since the relaxation energy is always negative, it fol­
lows that the magnitude of 5LlE} R - n is even smaller. The magnitude of 
5 LlE} R - n in molecules (or solid state materials) depends on the degree of 
localization of the molecular orbitals (or orbitals of the solid), on the type of 
symmetry, and on the distance to neighboring atoms. Knowledge of the magni­
tude of E} R - n for molecules is at present limited. 

Hedin and Johansson [69] have expressed LlER -n in terms of the polariza­
tion potential arising from the presence of the hole on the kth orbital. The 
Hamiltonian was written as 

H = h + V = h + ~ Vi' 
i 

where h is the one-electron operator, and the operator V; describes the Coulomb 
and exchange interactions. The Hamiltonian H* corresponds to the system in 
which one electron has been removed from the kth orbital: 

H* = h + V* = h + V - V K + V p. 

The polarization potential is given by the expression 

Vp = ~ (V; - V;). 
i=# 

The binding energy may be written as follows: 

- E~(k) = E (N)- E*(N -I, k) = 

= e;;F -(E*(N -I, k)-E(N-l, k)) = 
I I ' = eklF + 2 (CPk IV pi CPk) + 2" ~ (8cp, I H* - H - 8e~F 18cpt)' 

t 

where the function o'Pi is determined from the expression 'Pi = 'Pi + o 'Pi • 
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Theoretical calculations have shown that the magnitude of the last term in 
the above expression is small, compared to the first two terms, so that 

(24) 

The model polarization potential proposed by Hedin [69] has given good re­
sults in the calculation of binding energies of electrons in core orbitals. 

For sodium and potassium in the atomic state and in the single-ionized 
state, calculation of the contributions of various orbitals to the magnitude of 
binding energy, as given by formula (24), has shown that the relaxation inside 
the given shell is small compared to that corresponding to outer shells, while 
for the more deeply lying shells it is negligibly small. 

Shirley [70] has used the method of polarization potential for the calcula­
tion of binding energies of electrons in neon, argon, krypton, and xenon. It 
follows from equation (24) that in order to determine EX (k), it is necessary 
to know the polarization potential Vp . This can be calculated directly for atoms 
having a hole on the given level. Rather good results, however, are also obtained 
here by using the approximation of equivalent cores in which it is assumed that 
the electron lying on an inner shell almost completely screens the outer shell 
electrons from the nuclear charge equal to unity. Therefore, the outer orbital 
of an atom having a nuclear charge Z and a hole on an inner level can be approxi­
mated fairly well by the outer orbital that describes the ground state of the next 
element, i.e., the element with nuclear charge Z + 1. Although this approxima­
tion is no longer valid for deeply lying electronic states, this does not appreci­
ably affect the magnitude of those Coulomb and exchange integrals that are de­
termined by the wave functions of the deeply lying electrons, and of the valence 
electrons of the atom. 

It can therefore be assumed that the magnitude of the integrals that describe 
the hole states of atoms with nuclear charge Z will be approximately equal to 
the integrals corresponding to the ground state of the atom with nuclear charge 
Z + 1. By using Slater's approach [71] , this approximation, for n' > n, may be 
expressed as follows: 

Fk (nl, n'l'; Z (nl)*) = Fk (nl, n'l'; Z + 1); 

Gk (nl, n'!'; Z (nl)*) = Gk (nl, n'!'; Z + 1). 

As we have already mentioned, the relaxations of the inner orbitals, n' < n, 
and of the orbital from which the electron has been removed, n' = n, are small 
and may therefore be neglected. Slater [71] has derived expressions for the 
interaction energy of electrons with angular momenta 1 and I'. Summation over 
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the external shells enables one to write 

where 

(nil V R I nl) = ~ 2 ~~~:)l) {{(Il') ~ [Fo (nl, n'l'))-
/' 

- ~ t: [Rk (Il') Gk (n', n'!')]} , 

~Fo (nl, n'l') = Fo (nl, n'l'; Z + 1) -- Fo (nl, nil'; Z); 

/')Gk (nl, n'l') = Gk (nl, n'l'; Z + 1) - Gk (nl, n'l'; Z); 

N(n'l') represent the occupation numbers of the n'l' subshells. Therefore, the 
quantity N(n 't')/2(21' + 1) determines the degree of filling of the given subshell. 
For completely filled subshells, it is equal to 1. The factors [(It') and g(ll') are 
given by other expressions also deduced by Slater [71] . 

The approximation discussed above has been used for the calculation of 
relaxation energies of the noble gases neon, argon, krypton, and xenon. The 
method allows quite an accurate determination of binding energy values. The 
poor agreement obtained for the binding energies of Is electrons in xenon is due 
to quantum-electrodynamic effects [64] . Figure 36 shows the difference 
between the theoretical values of binding energies, calculated for noble gases on 
the basis of various approximations, and the corresponding experimental values. 

Shirley [70] has studied the problem of relaxation in condensed systems. He 
pointed out the fact that the binding energy of electrons in atoms belonging to 
condensed systems is lower than for the corresponding free atoms. For example, 
the binding-energy values in graphite and in free carbon atoms differ by 10 eV. 
Shirley explained this effect by the presence in solids of a superatomic relaxa­
tion related to the effect of a hole in a given atom on the neighboring atoms. 
This results in an additional redistribution of the electronic charge. 

In order to get an idea of the magnitude of the correlation energy, let us 
consider the results for neon, an atom with completely filled shells [72] . 
The magnitude of correlation corrections !:lEc for the Is level of neon may be 
represented as the sum of paired-electron correlation energies corresponding to 
the Is electron coupled to all of the other electrons of the atom. These energies 
depend on the overlapping and orientation of the spins, since the exchange cor­
relation partly takes into account the correlation in the movement of electrons 
with parallel spins. For the Is level of neon, we can write 

!1EC = e (lsa, ls~) + 
+ e (lsa, 2sa) + e (lsa, 2sB) + 

+ 3e(lsa, 2pa) + 3e(lsa, 2p~), (25) 
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where the quantities e(i,j) have the values 

8 (Iso.., Is~) = l,0geV, 8(lsa, 2sa) = O.07eV, 

8(lsa, 2s~)=O.06eV, 8(lsa,2pa)=O.lleV, 
8(lsa, 2p~)=O.15eV. 
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We observe that the e(i,j) take lower values for electrons with parallel spins. 
Since the wave functions of Is electrons overlap strongly, it follows that they are 
characterized by large values of paired correlation energies. The experimental 
value of the binding energy is EI; (Is) = 870.2 eV [73] . The correlation energy, 
as calculated by using equation (25), is 1.4 eV, and the value of the binding 
energy EI; (Is) obtained by Verhaegen et aZ. [72] is 870.8 eV. More accurate 
calculations performed later by Moser et aZ. [73] have given values of EI; (Is) = 
870.0 eV and I:!.Ec = 0.6 eV. 
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Regarding relativistic effects, it can be stated that the magnitude of b.ER is 
approximately 0.5-1.0% of the values of EI; [73, 74] . The relativistic effects 
do not depend appreciably on the type of chemical bond. 

Let us consider now the magnitude of the shifts determined by the one­
electron energies !;IF for systems with filled shells. In this case 

where \{Ji represents the orbital centered at the nucleus of atom A. This expres­
sion can also be written [66] 

e~F = /\IPt 1-+ vi- ZA /cr t /\ + ~ (2J tJ -KtJ)-
rIA I=CA 

- I KtJ+ I 2J tJ +- I 2J tJ + ~ (IPt/- ~: /IPt). (26) 
J~CA ]=CB ]=V B~A 

In this expression, j = C A and j = C B indicate that the summation is performed 
over all the core orbitals of atoms A and B, while j = v indicates summation over 
all the valence orbitals. Watson [75] has shown, in a series of binding-energy 
calculations performed by using the Hartree-Fock method, that the first term in 
equation (26) is constant to within approximately 0.03 eV for Is, 2s, and 2p 
core electrons, in the case of ionization of 3d valence electrons. The shape of the 
core-electron wave functions does not change significantly by changing the 
charge distribution of outer electrons, or by ionization of outer electrons. 
Therefore, the first two terms in equation (26) are almost constant. The third 
term in the equation represents the exchange integrals between two core elec­
trons localized at different nuclei. The exchange integrals between core and 
valence electrons are rather small. The core electrons of other atoms efficiently 
screen the nuclear charge. The interaction of an inner electron of an atom with 
the nucleus and core electrons of another atom may be considered as being 
equivalent to an interaction between two point charges. Therefore, for the 
chemical shift, the following expression is valid: 

(27) 

where ZB represents the reduced effective charge of atom B, i.e., the nuclear 
charge minus the charge corresponding to the total number of core electrons. 
The second term in this expression contains the two last terms in equation 
(26). Equation (27) shows that the chemical shift may be rather well described 
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by an electrostatic potential that accounts for the distribution of valence 
electrons. By using the approximation suggested by Pople et al. [76]: 

< /lAVB1-l-/ /lAVB/" ~ If-
r~v AB 
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(which is rather accurate if vB represents a core orbital), the expression (27) may 
be written as follows: 

where IlA represents the valence orbital of atom A. On the basis of the LCAO 
method, PAis given by 

By introducing the atomic charges qA , we obtain 

Equation (28) may then be written as follows: 

where k; is a constant equal to the integral of the Coulomb interaction between 
core and valence electrons. The variation Ll(k;Z 1) may be considered as being 
practically equal to zero. Since the chemical shift is measured relative to a given 
compound for which the energy of the corresponding level is taken as reference, 
the following expression is obtained for LlE( 

\'1 qB 
!lEi = k,qA + l..J ~ + I. 

B=/:A AB 

(29) 

Here, I is a constant determined by the position of the reference level on the 
energy scale. Equation (29) expresses the basic idea of the potential model in 
the ESCA method. In practice, the quantities k; and I are considered as adjust­
able parameters that may be determined by the method of least squares to give 
the best fit to a large series of chemical shifts for a given element. If the atomic 
charges in molecules are calculated, then by using these theoretical values and 
the experimental data on chemical shifts, the values of the constants k and I can 
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be determined. If, instead, the magnitude of the chemical shifts and the con­
stants k and I are determined, then by using equation (29) the magnitude of the 
charges can be obtained. 

Another variant of the potential model for the determination of chemical 
shifts is a model that does not use adjustable parameters. If it is assumed that 
the core orbitals are localized in the immediate vicinity of nucleus A, then from 
equation (27) we obtain 

I:<.E, = f~.uA = I:<. (\- 2 ~ /<pj / +- I<p~ + L Z~). (30) 
, ;=v'\ fA B#A RAB 

In this expression, the one-electron integral (<piI2/riA l<Pi) is already included. 
Since the potential UA does not contain any core orbitals it can be calculated 
by semiempirical methods. Such a model will evidently give good results only if 
it is used for the calculation of chemical shifts of the most deeply lying levels. 

A further variant can be developed from the potential model if use is made 
of the condition of electroneutrality: 

By choosing the reference level so that 1= 0, equation (29) leads to 

In this expression, the summation is performed first over the nearest-neighbor 
atoms around the given atom A, and then over all of the groups of such atoms: 

(31) 

tlEc is called the group shift. Introduction of group shifts will be useful if the 
shift due to the given group of atoms situated around the atom A is not af­
fected by the presence of the other groups of atoms. This assumption is, of 
course, only approximately valid. In fact, both the charge of the given atom 
itself and the charges of the other atoms in the group will influence the atoms 
belonging to other groups, so that a single group cannot be considered as being 
isolated. 

Multiplet Splitting in Core-Electron Spectra 

In considering the problems related to binding energies and chemical shifts 
of core electrons, we have limited the discussion to the systems having com-
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pletely filled valence shells. In this case the total angular and spin momenta of 
the system in the initial state are equal to zero (L = S = 0). If a system having in­
completely filled shells is ionized, the created ion is characterized by an orbital 
momentum L' and a spin momentum S', which satisfy the condition [77] 

I L - II < L' < L + I, S' =S±-' 
2 ' 

S' >0, (32) 

where Land S represent the orbital and the spin momenta, respectively, of the 
atom with incompletely filled shell, while I represents the orbital momentum of 
the emitted electron. 

For systems with completely filled shells, only one ionic final state is pos­
sible, namely, L' = I and S' = t. Therefore, in the electron spectrum only one 
line will appear, corresponding to the binding energy of the emitted electron. 
For systems with incompletely filled shells, at least one of the momenta Land S 
is different from zero. The rule of addition of momenta (32) predicts that, in 
this case, several final states are possible and, according to equation (1), it can 
be expected that a number of lines will appear in the electron spectrum. This 
effect is called multiplet splitting of electron lines. This process can be repre­
sented symbolically as follows: 

hv 
(nl)q (n'/Y --+ (n/)q-l (n'l')P + photoelectron. (33) 

Here, the filled subshell (nl)q contains q electrons, while the unf11led valence 
subshell (n'!')P contains p electrons. Since for the (nl)q shell both the spin mo­
mentum and the orbital momentum are equal to zero, the momenta Land S 
correspond to the orbital and spin momenta of the valence subshell (n'l')p. 
There exist several possible types of systems with incompletely filled shells. The 
majority of free atoms have incompletely filled outer valence shells. Such un­
filled shells also exist in atoms of compounds of the transition and rare-earth 
metals, in free radicals and in a number of covalent molecules. 

The unpaired d and f electrons are, to a great degree, localized around the 
given atom, and, therefore, to identify these orbitals, it is possible to use the 
atomic quantum numbers, as well as the notations from the atomic theory of 
multiplets. The simplest case occurs when one electron from the s shell is 
emitted. In this case, only two final states are possible, corresponding to S' = 
S ± t, and the intensity ratio of the peaks corresponding to them will be equal 
to the ratio of their multiplicity, i.e., 

s+, 
-S- (34) 
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The energy interval between these components will be given by the following 
expressions: 

il[EB(ns)]=E(L, S-+),-E(L, s++),,) 

il [EB (ns)] = (2s + 1) Kns.n'l' for S =F 0, (35) 

il [EB (ns)] = ° for S = 0, 

where Kns n'l' represents the ns - n'l' exchange integral, , 

1 
Kns.n'l' = 2/' + 1 

00 00 l' 

i \' ;'~l Pns('1) PIl'd(2) Pns('2) X 
o 0 '> 

X Pn'l' ('1) d'1d'2' (36) 

and r < and r> represent the smaller and the greater of the radii r1 and r2, re­
spectively; P nslr and P n'l'lr represent the radial wave functions of the ns, and 
n'l' electrons, respectively. A characteristic feature of the doublet obtained is 
that the more intensive peak corresponds to the lower binding energy. As can 
be seen from formula (36), the exchange integral Kns, n'l' is determined by the 
space distribution of the core and valence electrons. 

In the one-electron approximation, as will be shown later on, the transition 
probability is determined by the square modulus of the transition matrix ele­
ment 1<lPn1IrllPph>l, where IPnl and IPph represent the one-electron orbitals corre­
sponding to the initial and final states, respectively. Therefore, the orbital mo­
mentum of the electron is equal to [Ph = [ ± 1. Conservation of spin and orbital 
angular momenta imposes the following selection rules: 

ilS = S' - S = + _1 . I - 2 • 

ilL = L' - L = 0, + 1, + 2, ... , + t. 
(37) 

As has been shown by Cox and Orchard [78], in the spin-orbit approximation, 
the intensity J(L', S') is given by 

I (L', S') "" (2S' + 1) (2L' + 1). (38) 

Let us consider as an example the photoemission spectra corresponding to 
electronic transitions from the 3 sand 3 p levels of the free Mn 2 + ion. The 
ground state of the ion in the L-S coupling is 3 d5 6S (S = ~, L = 0), with all 
five 3d electron spins oriented parallel to each other. After the emission of one 
3s electron, two final states are possible, namely, (3s) (3d)5 5S (S = 2, L = 0), 
or (3s) (3d)5 7S (S = 3, L = 0). The difference between them is that for the 5S 
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state, the spin of the remaining 3s electron is oriented antiparallel to the spin 

of the five 3d electrons, while for the 7S state, the spins of the 3s and 3d 
electrons are parallel to each other. Since the exchange interaction exists only 
for electrons with parallel spins, it follows that the energy of the 7S state is 
lower than the energy of the 5S state. The magnitude of energy splitting, ac­
cording to formula (35), is proportional to the 3s-3d exchange integral: 

11. [EB (3s)} = I1.E (3s3d5) = 6K3s.3d = 
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More complicated is the process of X-ray photoemission of 3p electrons of 
Mn2+. In this case, (nl)q-l = 3p5, (n'l')P = 3d5 , and the initial state is, as above, 
6S (S = ~, L = 0). The selection rules (37) allow only those final states corre­
sponding to 7p (S = 3, L = l) and to 5p (S = 2, L = l). However, the sp state can 
be obtained in three different ways from the interaction of the 3p s and 3ds 
configurations: 

3pS ep) [3dS (6S)] op, 
3p5 ep) [3d' (4D)] sP, 
3p5 (2P) [3d5 (4P)] 5P. 

Consequently, these three states will interact with each other, and in the method 
of configuration interaction they will enter into the operation of diagonalization 
of the interaction matrix. The eigenfunctions that describe the sp states will be 
expressed as linear combinations of the functions: 

11' ep1) = c11lf (6S) + c121f (4D) + c131f (4P), 
'I' (OP2) = C211f (6S) + c22'1' (4D) + C231f (4P), 
'I' (DP3) = C31lf (6S) + C321f (4D) + C331f (4P). 

With the energy values corresponding to these eigenfunctions, it is possible to 
calculate the energy difference between the 5p states. The eigenfunctions and 
the eigenenergies are determined by diagonalization of (3 X 3) matrices, in 
which every matrix element is expressed as a linear combination of 13d- 3d , 

K 3d-3d ,!3P-3d and K 3p-3d. The ratio of the total intensities of sp and 7p states 
is given by 

The intensity ratio corresponding to two electronic 3s emission lines is also equal 
to 5/7: ITCS)/ITCS) = 5/7. The intensity of each component is determined by 
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the square modulus I Ci/1 2 • The position of the calculated multiplet lines and 
their intensities are schematically shown in Figure 37. 

A detailed discussion of the most important experimental data on the multi­
plet splitting of photoelectron lines will be given in Chapter 8. Here we only 
mention that particular care should be exercised in the interpretation of ex­
perimental data. 

Other phenomena can produce additional structures in X-ray photoelectron 
spectra that can be erroneously interpreted as being the result of multiplet 
splitting. Common among those are: multielectron excitations, Auger electrons, 
structures due to the presence of satellites of the excitation line or to the pres­
ence of small quantities of impurities in the sample. It should be pointed out 
that the Auger electrons are characterized by constant kinetic energy, while 
the intensity and the position of the satellites of the X-ray excitation line 
depend on the anode material of the X-ray tube. 

Inelastic diffusion processes also generate satellites. These are situated on the 
high-energy side of the main lines on the binding energy scale. Lines generated 
by inelastic electron scattering are separated from the corresponding main pho­
toelectron lines by an approximately similar interval regardless of the binding 
energy. 

Lines caused by chemical reactions on the sample surface can hardly be dis­
tinguished from multiplet splitting effects. In this case, it is necessary to analyze 

Mnl + 3s2Jp5Jd' 

Jpr[Jd5 6J]5p Jp5[3d5 'D}'P j p5[3d5 4P}5P JpS[JdS 6S]7p 

Figure 37. Structure of the photoelectron spectrum generated by photoionization of the 3p 
shell of the Mn2+ ion. 
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the positions, shapes, and relative intensities of the core and valence photo­
electron lines of all the chemical compounds that can possibly be formed on the 
sample surface. 

It is particularly difficult to distinguish between multiplet splitting and the 
effects due to multielectron excitation. This is due to the fact that multielectron 
excitations often possess their own multiplet splittings. 

Multielectron Excitation Effects in Photoelectron Spectra 

Multielectron processes in X-ray photoelectron spectroscopy were first ob­
served and studied by Krause and Carlson (79-85]. Gaseous neon and argon 
were irradiated with X rays in the energy range 270 eV-1.5 keY. The charge 
distribution of the resulting ions and the kinetic energy of the emitted electrons 
were measured. The authors demonstrated that, as a result of X-ray absorption, 
not only one-electron, but also two-electron, and three-electron transitions are 
observed, with a total probability of approximately 20% for each absorbed 
photon. The two-electron process has about a 10-times greater probability than 
the three-electron process. Therefore, we will limit our discussion to the two­
electron processes. There exist two possible types of two-electron transitions 
depending on whether the second electron is excited up to a higher bound state 
("shake-up") or to an unbound state situated in the continuum spectrum 
("shake-off"). These two types of transition may be symbolically represented as 
follows: 

hv 
shake-up (nW (n'l')P -->- (n/)Q-l (n'I')P-l (n"I")1 + photoelectron, 

hv 
shake-off (nl)q (n'/')" --+ (nl)q-I (n'l')P-l (Eklnl")l + photoelectron. 

The second electron is excited from the subshell (n'l')P, which can be com­
pletely or partially occupied. In the shake-up and shake-off processes, excitation 
or emission of the additional electron requires an additional amount of energy. 
As a result, a satellite structure appears on the high-energy side of the main line 
on the binding energy scale. Increasing the excitation energy from the value of 
the electron binding energy up to a value several times greater increases the prob­
ability of shake-off-type processes from zero up to some constant value. The 
existing theoretical calculations of the position and intensity of the lines gen­
erated by multielectron excitations are based on the quantum-mechanical model 
of "sudden perturbations" [86]. This model is based on the assumption that, 
the emission of the photoelectron taking place very rapidly, the valence elec­
trons do not have enough time to feel the potential change in the region of core 
levels. In this sense, the initial excitation may be considered as instantaneous. 
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The theoretical criterion for the validity of the "sudden perturbation" approxi­
mation has been expressed by Aberg [87] with the following inequality: 

rE' (nl, n'l') - E' (Ill)] t« n, (39) 

where Ef (n/, n'I') is the total energy of the final state after the shake-up process 
has taken place, Ef (nl) is the total energy of the final state for the one-electron 
transition, and 7 is the time interval during which the nl electron, leaving the 
atom, passes the n'I' subshell. 

An estimation of how well the inequality (39) is fulfIlled for a typical case 
has been performed by Fadley [88]. At a photoelectron energy Ekin = 1000 eV, 
the electron velocity v is approximately 2 X 109 cm/sec, and, in the case of an 
atom of approximate dimension 2 A, the value of 7 is 7'" I 0-7 sec. In this case, 
7/h ~ 1/65 eV-1 ,and therefore the above approximation is valid if the distance 
between the satellites and the main line in the electron spectrum is greater than 
65 eV. Thus, the criterion (39) imposes significant limits on the use of the 
"sudden perturbation" method for calculation of the probability of shake-up 
processes. However, it has been shown that such calculations are in reasonable 
agreement with experiment, even in cases when the criterion is evidently not 
fulfilled [87]. 

Let us consider an arbitrary system of N electrons in the ground state. It is 
described by a wave function 'ITo (N), a solution of the SchrOdinger equation: 

H (N) 1fo (N) = E~1fo (N). 

Let us express 'IT o(N) as the antisymmetrized product of the one-electron 
orbital nl and the function 'IT R (N - 1): 

(40) 

where A represents the antisymmetrization operator. In the photoionization 
process, the N-partic1e Hamiltonian H(N) undergoes a sudden change: H(N) ~ 
H(N - 1). In the "sudden perturbation" approximation, one can consider that 
the orbitals of the remaining electrons do not have time to relax. Consequently, 
the electron system now containing (N - 1) electrons is left in a state described 
by the wave function 'lTR (N - 1), which, however, is not an eigenfunction of 
the (N - 1 )-partic1e Hamiltonian H(N - 1). 

The new Hamiltonian has the eigenfunctions 'lTf(N - 1): 

The superscript f is used in order to distinguish between the various final states 
generated by the excitation of the second electron, or between the various mul-
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tiplet states appeanng after the one-electron or two-electron transitions have 
taken place. The wave function \}I R (N - 1) represents a mixture of the wave 
functions \}If(N - 1): 

69 

lJ! R (N - 1) = ] C,lJ!f (N - 1). (41) 
f 

where the coefficients Cf are determined by the integrals 

c, = (lJ!' (N -1) I 'I' R(N - 1). 

The probability that the system of (N - 1) electrons will be left in the state f 
after the photoionization process has taken place is given by the expression 

(42) 

From this expression it can be seen that the operator that determines the tran­
sition probability is a unitary operator. In this case, the transitions are called 
monopole transitions. From equations (41) and (42) it follows that only tran­
sitions between states with the same symmetry are allowed: 

~J = ~L = ~S = ~MJ = ~ML = ~Ms = o. (43) 

As an example of shake-up-type processes, let us consider the photoelectron 
spectrum generated by the X-ray ionization of the Is electrons of neon. Figure 
38 shows the photoelectron spectrum of neon over a wide range of kinetic en-

Is 

-' 1 25 

-20 L 2p 

o ,--~~....c:u...~-:-....L._..1.-:----l_..a.._.L----l_:o:!I....~ I A I 
590 600 610 1435 1445 t-I -,46...1..0 ........ 14J...70-E-k-;-n,-e-V 

Figure 38. Photoelectron spectrum o/neon over a wide energy range. 
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ergies [66]. The group of lines with kinetic energy values situated in the interval 
570-580 eV corresponds to the shake-up transitions. The intensity of the line 
corresponding to a kinetic energy of 600 eV is pressure dependent, indicating 
that this line is generated by inelastic scattering processes. The two most intense 
peaks in the group of shake-up lines correspond to the final states originating 
from the excitation of a 2p electron into a 3 p state. Therefore, the kinetic en­
ergy of these lines with respect to the Is line of neon is determined by the 
relation 

£~ h £1 A£~ 
kin = LV - B - Ll B, 

where hI) - E1 is the kinetic energy of the main peak corresponding to the 
ground state of the ion and AE1k is the additional energy necessary to move one 
valence electron up to an excited orbital of the ion. The selection rule (43) for 
monopole transitions ensures that the final states of the neon ion (Ne+) will have 
a symmetry of the 2S type. For each (ls)2(2s)2(2p)Snp configuration, there 
exist two possible schemes of momenta summation that lead to the state 2S, 
namely, Is [2p SnpeS)] and ls[2p SnpeS)]. Therefore, two states having the 
same configuration will interact with one another. This process can be treated 
by using the multiconfiguration approximation, in which both the coefficients 
of the wave functions and the orbitals in the Slater determinant are simulta­
neously optimized. The calculated difference AEif for the two most intense 
peaks is equal to 35.6 eV and 39.5 eV, respectively. To this energy should be 
added the correlation energy, which amounts to 1.4 eV. The resulting values 
(37.0 eV and 40.9 eV) are in good agreement with the experimental data 
(37.3 eV and 40.7 eV). The less intensive lines in Figure 38 correspond to tran­
sitions from the 2p level to the 4p, and 5p levels. 

Manne and Aberg [89] t have studied the expression for ER(N -1): 

00 

£R (N - 1) = ('I'R I H (N - 1) 1 'l'R) = ~ £1 (N - 1) 1 ('I" I qr 1<) 12 , 

'~O 

Since the equality 

00 

~ 1 ('1" 1 'l'R) 12 = 1 
/=0 

tEditors' note: The sum rule for the spectrum of the hole was fust discussed by B. I. 
Lundqvist, Phys. Kondens. Mat. 9, 236 (1967) and fully discussed by D. C. Langreth, 
Phys. Rev. B 1,471 (1970). The discussion by Manne and Aberg is restricted to the 
Hartree-Fock approximation. 
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is valid, it follows that 

00 

EBR = ER(N-I)-Eo(N) = !1(,¥i l '¥R)12 /" 

1=0 
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If the wave function 1J! 0 (N) is calculated by using the Hartree-Fock approxima­
tion, it is found that the magnitude of E BR coincides with the binding energy 
value in the Koopmans approximation E~T given by the relation 

00 

E~T = 10 + ~ I ('I'i I 'I'R) /2 (If -10 ), 
1=1 

(44) 

where 10 = Eo (N - I) - Eo (N) is the binding energy value obtained by taking 
into account the relaxation of electron states. 

Photoionization Cross Section in the 
One-Electron Approximation 

Problems involved in the calculation of photoionization cross sections for 
free atoms and molecules in the one-electron approximation have been treated 
by a number of authors [90-96] . Usually, the calculations are performed with 
several simplifying assumptions, namely: 

(1) The action of X-ray photons is treated as a perturbation. 
(2) The photon wavelength A is assumed to be greater than the dimension of 

the subshells from which the electrons are emitted. This assumption is completely 
justified if the K0/ 1 , 2 lines of magnesium or aluminum are used as the X-ray ex­
citation source, since in these cases A'" lOA. 

(3) The wave function of the initial and final states may be represented as 
antisymmetric products of the one-electron wave functions I{!nl, I{!ph with the 
functions 1J! R (N - I), 1J!! (N - I), respectively, where 1J! R (N - I) and 1J!! (N - I) 
describe the (N - I) passive electrons. 

The wave functions 1J!i(N) and 1J!!(N) are often written as Slater determi­
nants. Use of these approximations implies that the main effect in the X-ray 
photoelectron process consists in the excitation of the electron from the state 
I{!nl to the state I{!ph' 

(4) In the process of photoelectron emission only one electron changes its 
orbital, while the passive electron orbitals remain unchanged. This assumption 
is equivalent to using the Koopmans' theorem. 

(5) In order to describe the initial and final states, the L-S scheme of mo­
menta summation is utilized. 

The photoionization cross section is, by definition, given by the following 
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formula: 

where Q is the fine-structure constant and ao is the Bohr radius. 
With the wave function (40), expression (45)-as will be demonstrated in 

the next section-may be written as follows: 

Use of the symmetry properties of the functions entering the matrix elements 
of this expression leads to the selection rule (37). The functions 'IJI tCN - 1) 
and 'IJI R (N - 1) should have the same type of symmetry. If the wave functions 
'IJIi(N) and 'IJIf(N) can be expressed as Slater determinants, then equation (46) 
may be written as follows: 

If the final state relaxation is neglected then ani is given by a simpler formula 

(48) 

obtained from equation (47) with 11'; == lPi' 

In order to calculate the ionization cross section for the whole nl subshell 
from (48), it is necessary to perform a summation over all of the final states and 
to take the average over all of the orbitals IPnl' These operations are performed 
for the two possible orbital momenta (l + 1) and (I - 1) of the photoelectron, 
as well as for all of the values (initial and final) of the magnetic quantum num­
bers. The photoionization cross section for the nl subshell is finally determined 
by the expression obtained by performing the integration in formula (48): 

where 

2 4:rtcwo 2 2 
ani = -3- (hv) [lRe•I- 1 + (I + 1) Re.l+d, 

00 

Re.1±1 = .\' Pnl (r) rPe.I±1 (r) dr; 
o 

(49) 
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P nzlr = Rnl and Pe, I± 1 Ir are the radial functions of the orbitals 'Pnl and 'Pph, 
and € = E kin-

73 

A number of authors [92,94,98-100] have calculated photoionization 
cross sections and, with the exception of the regime at or near absorption edges, 
the values obtained agree quite well with experiment. If the photon energy hv 
is greater than the edge, then the term (l + 1 )R~, 1+1 in formula (49) has a 
greater value than (/- 1 )R~ 1-1' The ionization cross section ani is a function , 
that decreases with increasing hv or with increasing photoelectron kinetic energy 
Ekin . However, when hv takes values near the edge, large oscillations and even 
zeros may appear in ani' These oscillations are due to variations in the degree of 
overlapping of the functions Pnl(r) and Pe,l± 1 (r). The magnitude of ani may be 
different for different subshells, for the same value of excitation energy. 

The total photoionization cross section ani is expressed by the integral over 
all of the electron emission angles. The angular dependence of photoemission 
may be determined by using the differential photoionization cross section 
danl/dD.. Cooper and Manson [94] have derived the following expression for 
the differential photoionization cross section: 

where ~ is the asymmetry parameter, () is the angle between the photon and 
electron directions, andP2 (cos ()) is the second-order Legendre polynomial: 

(50) 

P2 (cos 6) = 1 (3 cos2 6 - 1). The asymmetry parameter {3, like the photoioniza­
tion cross section anI, depends on the electron kinetic energy Ekin , and is given 
by the formula 

p = {1(I-l)R~.I_1 + 

+ (l +- I) (l -1- 2) R~.l--'-I - 6l (I +- I) Re.l+IRe.l-1 cos (6/+1 - 61_ 1) 1 
2 2 J' (51) 

(21 + I) [lRe,l_1 +- (l + I) Re.t+tl 

Here, 01+ 1 and 01-1 are the phase shifts, dependent on Ekin . The range of varia­
tion of ~ is determined by the inequality -1 ~ ~ ~ 2. Positive values of ~ in­
dicate that the electrons are preferentially emitted in directions perpendicular to 
the directions of the photons «() = 90°), while negative ~ values indicate that 
photoelectron emission takes place preferentially in parallel or antiparallel direc­
tions with respect to the direction of the exciting photons «() = 0°, or () = 180°). 
For s electrons 1 = 0, and therefore only waves with 1 = 1 are possible. In this 
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case {j = 2, and 

Maximum intensity is obtained at e = 90°, and zero intensity at e = 0° and 
e = 180°. For (j=-1, 

and the intensity of photoelectron emission is zero at e = 90° and maximum at 
e=Oand()=180°. 

Equation (50) is equivalent to 

dans 
dQ = A + Bsin2 8, (52) 

where A and B are constants, 

A= ~(l_L) 
4rr 2 

( ani) and B = 4rr • 

If A and B are determined empirically, {j can be found by using the formula 
(j = 4B/(3A + 2B), obtained on the assumption that the radiation is un polar­
ized. It is worth mentioning that here we have only discussed the case of un­
polarized radiation since, at present, efficient sources of polarized radiation do 
not exist in the X-ray region of the spectrum. For molecules and for unpolarized 
radiation, formulas similar to (49)-(51), have been derived by Cooper and Zare 
[96], Tully et al. [101]' and Grimm [102]. 

Gelius [103] has shown that, in the case of molecules, one may correlate the 
relative photoionization cross sections of molecular orbitals with the photoioni­
zation cross sections of atomic valence subshells. In his calculations he used the 
Born-Oppenheimer approximation, "frozen orbitals," for the description of the 
ion and plane waves as the wave functions of the excited electrons. In this case, 
for a given molecular orbital, labeled 'Pj, the photo ionization cross section is 
given by the expression 

(53) 

where P is the electron momentum. Since the variation of electron kinetic en­
ergy in the energy range corresponding to the localization of the j orbital is not 
large, the energy dependence of the photoionization cross section may be ne­
glected. Since a typical value of the de Broglie wavelength is of the order of 
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0.35 A, it follows that the most significant contributions to the integral (53) 
come from regions in which the wave function \{! changes rapidly. To a first ap­
proximation, the photoionization cross section does not depend on the shape 
of the molecular orbital in the interatomic region, and therefore expression (53) 
may be written as 

(54) 

Since the electron in the molecular orbital \{!j is localized mainly in the vicinity 
of the atom A, the molecular orbital \{!j can be expressed as follows in the LCAO 
approximation: 

where the summation is performed over all atoms A and over all types of sym­
metry A for each atom. The LCAO approximation describes the shape of the 
orbital near the nucleus particularly well, since in this region the orbital shape is 
determined mainly by the condition of orthogonality of the given molecular 
orbital and core orbital, both of which are rather atomlike. Therefore, each 
term in equation (54) may be expressed in terms of the photoionization cross 
section of atomic subshells. The following expression is then valid: 

(55) 

where P A"Aj is the contribution of the atomic AA orbital to the jth molecular 
orbital, and a1f is the photoionization cross section for the atomic AA sub­
shell. Using equations (54) and (55), the final expression for the photoionization 
cross section is obtained: 

MO ~ AO 
0i = ~ P A".;OAI.' 

A.1. 
(56) 

In the interpretation of experimental results, it is convenient to use not the 
absolute but the relative values of the photoionization cross section. Therefore, 
if all of the photoionization cross sections are referred to the given sub shell 
AoAo, the intensity 1110 is given by 

(57) 

Gelius has performed calculations using formula (57) for a large number of 
molecules, namely, C6 H6 , C4 H4 0, C4 H4 S, CF4 , SF6 , and C3 0 Z ' Figure 39 
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Figure 39. Photoelectron spectrum of 
valence electrons in CF4 excited by the 
KCXI,2 radiation of magnesium. 

shows the experimental and theoretical results for the CF4 molecule. The cal­
culated values agree very well with the experimental ones. In the calculations, 
the contribution of each molecular orbital to the electron spectrum was approx­
imated by a Gaussian curve with a half-width determined experimentally, and an 
area proportional to the calculated transition intensity. 

Nefedov et al. [l 04] have used formulas (56) and (57) to calculate the 
valence electron spectra for a large group of molecules, viz., CO, CO2 , C4 Hs N, 
LiN03 , and a few others. For PAAi , the authors used previously published 
values, while a1~ values were calculated by using the atomic relativistic electron 
wave functions. Their theoretical calculations agree well with the experimental 
results. The authors have also measured experimentally the photoionization 
cross sections for the atomic subshells of the series of elements from carbon to 
calcium. The relative photoionization cross sections (theoretical and experi­
mental) for the inner atomic subshells, normalized to one electron, are shown in 
Figure 40. 
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Q24 /.2 
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Figure 40. Comparison between the relative 
photoionization cross sections of internal 
shells. The cross sections are normalized to 
a single electron, and the value of the photo­
ionization cross section of Na Is electrons 

o ......... ±-'--'-......,.~LJ.......J....J.-7::-..L...J....J....-'-:'-::--~ is taken as unity: .-experimental data; 
15 20 Z X -theoretical results. 
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The theoretical and experimental values of the relative photoionization cross 
sections are in good agreement in the case of Is electrons. Large disagreement 
is observed for the 2s electrons and especially for the 2s electrons of sodium, 
for which the experimental value is about twice as great as the theoretical one. 

Influence of Multielectron Transitions and Multielectron Processes 
on the Magnitude of the Photoionization Cross Section 

The problem of the influence of multielectron transitions on the magnitude 
of the photo ionization cross section, as determined by the approximation of the 
"sudden perturbation" theory, has been treated by Fadley [105]. As the wave 
functions of the initial and final states, he used functions of the type given by 
formula (40): 

Wi (N) = A<pnlmt'ns (1) <D (N - 1), 

Wf(N) = Am '" '" "'(l)Wf(N-l) 're.l • m l' ms ' 

where <Pnlmlms is the one-electron orbital describing the state of the electron 
before the transition, ip(N - I) is the wave function describing the initial state 
of those electrons that do not participate in the transition, <P€l'''ml''' m'" is the , s 
wave function of the electron with kinetic energy € and angular momentum 
1'" = 1 ± I, and 'iJ!f(N - 1) is the wave function of the electrons of the ionic 
core. The author treated both the case of one-electron and of two-electron transi­
tions, which may be represented schematically as follows: 

one-electron transition: 

hv 
.. , (nl)Q ... (n'I')P L, S _ ... (nl)q-l ... (n'l')P L', S' + <Pell'W 

Wi (N)a, Ei (N) Wf (N - 1 )11, Ef (N - 1 )11; 

two-electron transition of the shake-up, or shake-off type: 

hv 
... (nW .,. (n'I')P L, S _ ... (nl)q-l ... (n'l')P-l (n"l")l L', S'--l-

+ <Pey.I±1 

Wf (N - 1)1', Ef (N -l}y. 

The subshell (n'I')P is completely or partially occupied. In the fmal state, the 
second electron which participates in the transition is labeled (n"t")1 . In the case 
of processes of the shake-off type, n" is replaced by €'Y; it is assumed that the 
initial state is the same for all of the possible transitions. The final state may be 



78 CHAPTER 2 

characterized by different energies, including the possible structure due to 
multiplet splitting. The indexes 0:, ~, and r indicate the magnetic quantum 
numbers and the scheme of addition of momenta for the subshells. 

The probability of transition from the initial state 0: to one of the final states 
~ or r is determined by the expression 

Unl,a-I3<'I') = I <Acp '" III, ",'I" (N - I )13('1') I ± Ti I X e,l .ml •. ms i=1 

X ACPnlmlmS<1>(N -l)a)r (58) 

The representation of electron wave functions by formula (40): 

implies that correlations between the electron and the rest of the system are 
negligible. The functions tpnl and CPR (N - 1) are usually restricted by an addi­
tional condition [106] : 

(59) 

When 'lr o(N) is represented by a Slater determinant, this condition is satisfied 
automatically. Let us write expression (58) as 

where 

11 = (cp '" '" (XN) '1" (Xl' X2, ••• , XN-I) 1 TN 1 X 
el3('I').I"'.m, I ms 

X ACPnlmlmscD (N -1 )a), 

12 = <cP '" 'I' (XN) '1" (Xl' X2 • •••• XN-I) I N~I Ti I X 
£13('I').I"'.m l ·ms 1=1 

X Acpnlmlms<1> (N - 1 )a) . 

Due to the orthogonality condition (59)'/2 is equal to zero and the photoioniza­
tion cross section becomes 

Unl.a-I3('I') -I (cpel3('I'),I"'. m';'.m:' 1 T 1 CPnlmlms) 12 X 

X 1 ('1" (N - 1 )13('1') 1 CD (N - 1 )a) 12. (60) 
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Overlapping of the wave functions "iJlf(N - 1) and <P(N - n~ is nonzero only 
when both of these states have the same values of the quantum numbers L, S, 
M L ,Ms , while the one-electron orbitals in both of the functions are char­
acterized by the same values of the orbital momenta I. These conditions lead to 
the known monopole-selection rules (43), which comprise the condition 
tll = l' -I" = O. 

In order to determine the photoionization cross section of the subshell, it 
is necessary to take the average of the expression (60) over all the degenerate 
initial states and to perform the summation over all of the final states related to 
the given configuration. Finally, the following expressions are obtained for the 
ionization cross sections for the one-electron and two-electron transitions 
[an/ and 0n/(n'I' - n"!")] , where the initial and final states of the second 
electron are indicated in parentheses: 

(Jnl(n'I'-n"l") "'-' [C,+1R;,,+1 + Cl-IR~,I-d X 

X 1 (Wf (N - I )n'l'-n''l'' I <D (N - 1),12 , (62) 

where € = Ekin represents the kinetic energy of the electron; the subscript 0 
refers to the final-state configuration of the one-electron transition, and r indi­
cates that only the overlap due to the radial integrals remains to be calculated. 
The wave function <P(N -l)0! may be represented as a series (41): 

(P (N - l)a ='- L (Wi (N - 1 )111 CD (N - 1 )a) Wi (N - I )[{ + 
f3 

+ ~ ('I'f (N - 1)y I <D (N - 1 )a) Wf (N - 1 h + ... 
'I' 

The terms included in the sum over 'Y correspond to transitions of the shake-up 
and shake-off type. The state <P(N -1)0! is normalized, and therefore, 

1('1' (N-l)ol<D(N-l),12 + 
+ ~ 1('I'f(N-l)n'I'_n"I"I<D(N-l),12 + ... =1. (63) 

Il'l',n"/" 

As already discussed, the binding energy E~T (n!) satisfies the relation 

00 

E~T (nl) = L, I ('I'f (N - 1 )01 <D (N - 1) 12 EB (nl)o. 
0=0 

Therefore, the contribution of each binding energy to E~T (n!) is proportional 
to the magnitude of the corresponding photo ionization cross section. 
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The expression for the photoionization cross section, without taking into 
account relaxation processes, is 

a~l.~-a ~ 1< Wf (N)~ I;~ rj I 'Vi (N)a> 12 

=1<AcpU." '" "'<D(N-l)al~rjIAcpn/m/m.<D(N-l)a)12 ea ,/ ,ml,ms ;=1 s / 

Performing the necessary summation and averaging gives us 

and combining expressions (61)-(64): 

a~/ = ani -1- ~ an/(n'/'-n"l"l -\- ' , • 
n' [','1"/" 

(64) 

(65) 

Therefore, without taking into account relaxation processes, the photoionization 
cross section is represented by the total photoionization cross section for one­
electron and multielectron processes. This result may be generalized to take into 
account multiplet splitting: 

00 

(J~/ = ~ On/,ll. 
6=0 

(66) 

where the ionization cross section Unlli corresponds to all final states of the 
given configuration having the same v;Uues of L', S' and the same energy. By 
using the ionization cross sections U~I' unl,1i determined by equations (64)-(66), 
EfI' (nl) [= E~ (nl)] can be written 

OQ 

L all /. lIE B (ni){J 

E~T (nl) === _6_=_0 ____ _ 

a~1 

The "sudden perturbation" method is less appropriate for the description of 
the process of valence electron ionization at energies near to the absorption 
edge. There exist more efficient theoretical deSCriptions of the process of 
electron photoemission. These treatments take into account multielectron 
effects in the photoionization process. However, because of their sophisticated 
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character, they have not yet been used extensively. The photoionization cross 
sections calculated by Amusia [10], Wendin [108,109], and Lundqvist and 
Wendin [110] using the random-phase approximation and taking into account 
exchange processes are in quite a good agreement with the experimental data. 
We mention here that inclusion of multielectron effects is particularly important 
for the outer subshells, since in this case all the electrons of the sub shell take 
part in the photoionization process [107, Ill] . 

Energy Distribution of Valence Electrons in Crystals 

The problem of the structure of the photoelectron spectra of the valence 
electrons of crystals has been treated by Hedin et al. [112] . After excitation, 
the final-state electron wave function may be written 

I Wf ) = a± I N ~ I, s), 
k 

where k is the momentum of the emitted electron. The transition probability 
is given by the formula 

I (8k')'- ~ I (Wf I P i Wi) 12 [) (w - Ef + E i ) = 
f 

= Li<N-l, siak' ~Pkk,atak/N)12[)(W-8k'+Bs). 
- k,k' k,s 

Since Ef = 8k' + E (N - 1), E/ = E (N), follows that 

8s = E (N) - E (N - I, s). 

In this formula, the matrix elements Pkk' of the momentum operator P = -ilill 
have been used. If akiN> = 0, then 

where 

Akk'(8-W)=~i(N-I, slat/N-I, s)x 
s 
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The number of vectors k for which the energy is €i( = € is proportional to €1/2 , 

and therefore 

When a core electron is emitted, then by neglecting the excitation of the 
remaining electrons and by taking into account the fact that 

the following is obtained: 

I (e) ~ ~ I (N v' siN v ) Pk' e 12 X 
k.s 

X l\ (0 - ek' + ee), 

(67) 

where INv, s> describes the state of the valence electrons including the effect 
of the core hole. This formula gives the radiation intensity in the "sudden per­
turbation" approximation. If the nondiagonal terms in the spectral function 
A kk' and the dependence of Pi(k on the momenta k and k can be neglected, then 
instead of formula (67) the following is obtained: 

(68) 

since 

N (E) = ~ Akk, (E) = SpA (E). 
kk' 

If the dependence of Pj{k on the momenta k and k cannot be neglected, then cal­
culations should be based on formula (67). In the one-electron approximation, 
A kk' (€ - w) is given by the following expression: 

In discussing the problem of the X-ray photoelectron emission of crystals, 
we have not considered the processes that determine the emission of the excited 
electron with momentum k outside the sample. For simplicity, it has been con­
sidered that the process of photoemission takes place through the following 
stages: 

(1) The valence electron is excited into a state in the conduction band. 
(2) The electron travels toward the surface (and possibly undergoes inelastic 

scattering processes). 
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(3) The electron passes through the surface (or is possibly reflected back­
wards). 

83 

Before considering the experimental and theoretical calculations of photo­

electron gp@ctra, w@ will discms briefly the basic methods for the calculation of 
energy bands in crystals. 

Methods of Calculation of Energy Bands in Crystals 

In order to be able to calculate the valence band photoelectron spectra of 
crystals it is necessary, as indicated by equations (67) and (68), to know the 
wave functions and the energy values corresponding to one-electron states. 

At present, the methods that are most extensively used for calculation of 
the structure of energy bands and of electron wave functions are the methods of 
augmented plane waves (APW), the method of Green's functions, the method of 
orthogonal plane waves (OPW), and the method of the pseudopotential. These 
methods are described in detail in a number of monographs devoted to the band 
theory of solids [113-119, 5] , as well as in a number of review articles [119-
125] . Some of these works are entirely devoted to just one of these methods. 
Thus, the monographs of Slater [113] and Loucks [117] deal only with the 
APW method, the book of Harrison [115] considers the method of the pseudo­
potential, the review article of Woodruff [124] discusses the OPW method, and 
that of Dimmock [125] the APW method. 

Of course, the question arises why have so many different methods been 
developed to describe the electron energy spectra of crystals? Can it be ex­
plained by the fact that each method should be used only for a limited number 
of solids? To answer these questions, attention should be paid to the period in 
which the methods were developed. The first method for calculation of energy 
bands of crystals was proposed by Bloch at the end of the 1920s in those years 
when the quantum theory of matter was founded [126] . It was immediately 
used to obtain results of a general character on the dynamics of the motion of 
electrons in crystals. The development of the APW and OPW methods is asso­
ciated with the names of Slater [127] and Herring [128], respectively. However, 
specific band-structure calculations for various materials did not immediately 
follow the development of these methods. The reason for the delay in applica­
tion and progress of these methods arises from their great mathematical diffi­
culty and the necessity to perform tedious calculations. The situation only 
changed in the 1950s when the first computers appeared. Even though they were 
far from advanced, their arrival initiated a period of intensive calculations of the 
band structure of crystals. Since the 1960s progress in our knowledge of the 
band structure of the most important solid materials has been closely related to 
advances in computer techniques. 

A number of distinct directions in the development of band-structure 
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theories have now emerged, and groups of scientists involved in the use and 
development of each particular method have formed. Thus, Herman has 
achieved great success in the development of the OPW method, Slater has made 
the APW method one of the most extensively used in band calculations, while 
Harrison, Heine, and Cohen have made valuable contributions to the develop­
ment of the pseudopotential method, proposed at the end of the 1950s. These 
groups of scientists are still involved in development of improved methods. 

The first calculations for a given crystalline material using different methods 
yielded quite different results. Usually, the ordering of the energy bands and the 
main characteristics of their structure are well reproduced. The quantitative 
differences that are observed may be partly attributed to differences in the 
approximations used, the character of these approximations, and the different 
convergence properties (dependence of calculated energy values on the number 
of functions in the basis). 

It is well known that the crystal potential varies rapidly in the vicinity of 
atomic nuclei and only slowly in the region between the atoms. Consequently, 
the wave function of electrons in crystals is also characterized by rapid and 
abrupt changes (with characteristic critical points) in the vicinity of nuclei 
and a relative smooth behavior in the region between the atoms. This property 
of the potential and of wave functions is expressed differently in the different 
methods, and this leads to different final results. Thus, in the APW and Green's 
function methods, some simplifying assumptions are made concerning the 
shape of the crystal potential. The potential is chosen to have a muffin-tin shape. 

Outside a sphere of given dimensions, the potential is assumed to be con­
stant. This assumption is justified since in the region between atoms the 
potential varies slowly (see Figure 41). 

In the OPW method, it is not necessary to use a muffin-tin (MT) potential. 
For this reason alone the results obtained by the APW, Green's function, and 
OPW methods may differ. This discrepancy might be reduced by using a poten-

Figure 41. MT potential for a mono 
atomic crystal. 
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tial deviating from the muffin-tin shape. This, however, could not be easily done 
at the beginning of the 1960s, since at that time the memory and calculation 
speed of computers were not high enough for the large volume of calculations 
necessary. By the end of the 1960s, when computers with calculation speeds of 
the order of 106 operations/sec became available, it was possible to perform 
calculations based on a smaller number of simplifying assumptions, and with a 
greater accuracy. As a consequence, use has begun to be made of equivalent 
crystal potentials and certain other approximations, so that the final results 
obtained by using different methods have become quantitatively similar. 

Nevertheless, the different methods provide different opportunities to 
perform empirical corrections, to vary parameters, or to include relativistic 
effects. It has been shown that the calculation of the band structures of insula­
tors and semiconductors is easier to perform by using the OPW method or the 
pseudopotential method, while for the transition and rare-earth metals, it is 
easier to use the APW method or the method of Green's functions. For transi­
tion metal compounds and intermetallic compounds, it is preferable to use 
the APW method. At present no universal method exists for the calculation of 
the band structures of all types of crystals. However, the group of existing 
methods allows an approach to most problems of interest in solid state physics. 

The basic equation of the band theory is the one-electron Schrodinger 
equation: 

(- V2 + V (r) l \f (r) = E'J' (r), (69) 

where VCr) is the crystal potential. For crystals, VCr) is a periodic function in 
the space of lattice vectors VCr + Rn) = VCr). The solutions of equation (69) 
that are of interest in the energy-band theory should satisfy the boundary 
condition 

'I' (r + Rn) = exp ik . Rn'J' (r), (70) 

where k is the wave vector or the electron quasimomentum; this takes N dif­
ferent values in the vector space of the reciprocal lattice in the Brillouin zone. 
(N is equal to the number of elementary cells in the crystal.) A consequence of 
condition (70) is that the solutions of equation (69) are quasimomentum 
dependent and that it is possible to represent them as Bloch functions: w(k, r) = 

exp ik . rUk(r), where Uk(r) is a periodic function: Uk(r + Rn) = Uk(r). 
The quasimomentum dependence of the energies Ek and the wave functions 

w(k, r) has enabled an interpretation to be performed in terms of energy-band 
structure of crystals. For each k, equation (69) has an infmite number of solu­
tions, which may be ordered so that En(k)';;;;; En+l (k) for all of the n values. The 
totality of the energy values En (k), when k takes all values in the Brillouin zone, 
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is called the nth energy band, and the system of energy bands constitutes the 
energy-band structure of the crystal. In each band, the energy En(k) is a con­
tinuous function of the vector k. According to the Pauli principle, there are two 
electrons on each energy level En (k), and 2N electrons in each energy band. 
Therefore, in insulators, several of the first energy bands are completely occu­
pied, while the remaining bands are empty. In metals, there exist energy bands 
that are only partially occupied. In this case, the energy value of the highest 
level that separates the occupied states from the empty ones is called the Fermi 
energy E F, and the surface in the k space determined by the equation E(k) = E F 

is called the Fermi surface. Before proceeding to a treatment of the basic sym­
metry properties of energy bands and of wave functions, we will briefly discuss 
the methods for their determination. 

At present, in the most widely used methods for the determination of the 
energy eigenvalues and eigenfunctions, in equation (69) the wave function 
wn(k, r) is represented as a series: 

qr n (k, r) = ! C? (k) CPi (k, r), 
I 

(71) 

where each of the basis functions IPj(k, r) satisfies the Bloch condition (70). In 
this series the coefficients C7(k) of the basis functions are unknown and may be 
determined by solving the following system of linear homogeneous equations 

~ (Htj - EStj) Cj = 0, (72) 
T 

where 

Hlj = 5 cP; (r) Hcpj (r) dV, 
v 

Slj = 5 cP; (r) CPj (r) dV. 
v 

Since the series (71) is limited to a finite number of terms, it follows that the 
system of linear homogeneous equations (72) is also finite. The energy values 
En(k) are determined by the condition that the determinant of the system is 
equal to zero: 

det I Hij - ESij I = O. 

In this way, the difficult problem of solving the differential equation (69) is 
reduced to the much simpler problem of solving the system of algebraic equa­
tions (72). These can be obtained from the condition of minimization of the 
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functional 

S '1'* H'¥dV 
E = _v--:;-__ _ 

S '1'*'1' dV 
v 
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In some cases, equation (69) is transformed into an integral equation, 
obtained by varying in a determined way the chosen functional. By introducing 
expression (71) for the functions 'lI(k, r) into this functional, one obtains 
instead of the integral equation, a system of algebraic equations for the energies 
En(k) and the coefficients C7(k). When applying the variation principle to the 
integral equations, the treatment can be limited to a single elementary cell, since 
knowledge of the Bloch function for a single elementary cell is sufficient to 
allow determination of its values over the whole crystal by simply applying rela­
tion (70). In this case, the wave function in each elementary cell should satisfy 
some boundary conditions. An elementary cell represents a geometrical figure 
determined by the intersection of pairs of parallel planes such that to each point 
rl situated on one boundary, there always corresponds a point r2 situated on the 
second boundary, at a distance from r I given by a translation vector a, i.e., 
r2 = rl + a. Here a is a constant vector, characteristic for each pair of parallel 
planes and having different magnitude for different pairs. Therefore, the follow­
ing relation is valid: 'lI(k, r2) = exp Uk . a)'lI(k, rl). Since on opposite bound­
aries of the elementary cell the external normals are oriented in opposite 
directions, nl = -n2, 

where a/an denotes differentiation with respect to the direction of the external 
normal to the boundary of the elementary cell. 

The same simple choice ofthe basis functions lPi(k, r) is made in the 
methods of tight binding and of plane waves. In the tight-binding method, which 
is sometimes called the method of linear combination of atomic orbitals 
(LCAO), the functions lPi(k, r) are represented as linear combinations of the 
atomic orbitals a j = anlm (r) = Rnl (r)Y lm (8, <p): 

<p, (k, r) = .~ ~ exp ik . ~n • aj (r - ~,J 
r N Rn 

(73) 
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The LCAO method has not been used extensively because the calculation of the 
overlapping integrals for atomic functions centered at different points of the 
lattice proves to be very difficult. Recently, some modifications of the LCAO­
method have been proposed [129, 130], but they have as yet only been used for 
band-structure calculations of crystals of the light elements lithium and carbon. 
We mention here that the functions (73) may be used for describing the core 
electrons of atoms in crystals. 

The method of plane waves is based on the use of the plane waves 

(k r) = exp i (k + K/) . r 
'PI' Y N~lo 

as basis functions, where no is the volume of the elementary cell, and Ki is the 
vector of the reciprocal lattice. Plane waves are conveniently used as basis func­
tions in the determination of the matrix elements of the Hamiltonian in equa­
tions (72). In the method of plane waves, the solution depends on the Fourier 
components of the potential: 

v (K;) = + i exp iKI . rV (r) dV, 
v 

which may be determined with great accuracy. However, V(~) decreases rapidly 
only at large values of the vectors Ki , and therefore the energy values obtained 
depend strongly on the order of the equations. In order to determine the 
valence-electron wave functions and energies with a sufficient accuracy, it is 
necessary to choose several thousand basis functions lPi(k, r). Consequently, this 
method, which is simple in principle, becomes very tedious when used for per­
forming practical calculations. 

The method of plane waves has been considerably improved by Herring 
[128]. In order to reproduce the rapid variation of the wave functions in the 
neighborhood of atomic centers in the crystal, he has suggested the construction 
of functions orthogonal to the wave functions of the core electrons. Such func­
tions, constructed from LCAO functions and plane waves, are called orthogonal 
plane waves: 

(Pj (k, r) = ,~ exp i (k + Kj ) • r - I Bn1m (k + Kj ) '¥ nlm (k, r), (74) 
r NQo nlm 

where Bn1m is given by Bnlm(k + Ki) = DmOAnl(lk + Kil) in the system of 
coordinates having the z axis parallel to the vector k + Ki ; Anllk + Kd is the 
orthogonality coefficient determined by the atomic wave functions Pn1(r). 
The functions lPi(k, r) are constructed to be orthogonal to Wnlm (k, r): 
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(~iI 'I' 111m) = 0, fQr ~1l Qf th~ q\lllntU!ll numbers n )1) m over which the summa­

tion in expression (74) is performed, provided that the atomic functions entering 
into 'l1 n1m (k, r), localized at nearby points in the lattice, do not overlap appre­
ciably _ This condition is quite accurately satisfied, and therefore the orthogonal 
plane waves constitute a convenient system of basis functions to be used for the 
determination of the wave functions of valence electrons, although it is not an 
orthogonal system in itself. The energies En(k) and the wave functions 'l1 n(k, r) 
are determined by the coefficients of the Fourier components of the potential, 
by the values of the energies of the core electrons En!> and by the coefficients of 
orthogonality _ In this method, the coefficients Ci(k) decrease more rapidly than 
in the method of plane waves, and 150-200 OPW functions are usually sufficient 
In accurate calculations, the core functions should be determined by taking into 
account the crystal potential field. 

The OPW method also has drawbacks. The convergence of series (71) is con­
siderably worsened if the orthogonal plane waves (74) do not contain core 
functions of a given symmetry type. Thus, at the point k = 0 of diamond, in the 
determination of valence band p-state energies the series (71) contains only 
plane waves because the carbon atoms have only Is-core states. The wave func­
tion for k = 0, constructed from symmetrized plane waves, is characterized by a 
p-type symmetry, and therefore, being orthogonal to the ground Is state, it 
expresses to some extent the characteristics of the structure of valence-band 
p states. The convergence of p states in diamond is very slow. Euwema et al. 
[131] consider that a good convergence is obtained if the number of basis func­
tions is of the order of 5000. 

In contrast, silicon has core states of both sand p type, which improves the 
convergence considerably. For silicon the convergence is usually satisfactory 
with only about 150-200 OPW basis functions. The OPW method is not recom­
mended for the band-structure calculations of transition metals, since in the 
transition metals of the first transition period there are no core states of d-type 
symmetry. 

It is, of course, possible to add to the expansion in OPW functions some 
localized wave functions of d-type symmetry, determined by the crystal poten­
tial field. In doing so, a boundary condition may be used, namely that the 
d functions should be equal to zero outside a sphere of radius approximately 
equal to the radius of the muffin-tin sphere for the given atom of the crystal. 
Due to the complexity of this procedure, the OPW method is usually applied to 
band-structure calculations of the compounds of type A 3BS and A 2 B6 • The 
convergence in the OPW method for these compounds is affected by the follow­
ing factors: the presence or the absence of the corresponding core function, the 
relative dimensions of the cores of the various atoms in the elementary cell, and 
the degree of localization of the valence wave function. Studies performed by 
Euwema et al. [131] have shown that the convergence for the p-type states is 
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determined to a greater extent by the dimensions of the anion than by those of 
the cation. More localized valence states are characterized by a worse con­
vergence. Thus, solid argon is situated in the same line of the periodic system as 
silicon, but for argon it is necessary to use twice as many orthogonal plane waves 
as for silicon. Poor convergence is also characteristic for compounds with strong 
ionic character, such as NaCl. 

Better results are obtained if self-consistent calculations are performed. In 
order to improve the non-self-consistent calculations, Herman et al. [132] have 
suggested that empirical corrections may be used. Such corrections are easy to 
introduce into the crystal potential and the energy values of core electrons. By 
making these corrections, the potential V is transformed into a new potential 
V + A V, where the magnitude of A V is chosen so that the calculated energy 
values agree as well as possible with the experimental ones. By using empirical 
corrections, it is possible to compensate to some extent for the neglected rela­
tivistic and correlation effects, and for the insufficient number of basis func­
tions. Thus, for example, in calculating the band structure of diamond-type 
crystals, Herman et al. [132] used three parameters: AV(1ll ),.AV(220), 
AV(3ll). For compounds with a crystal lattice of the sphalerite type, Herman 
et al. [133] as well as Shay et al. [134] used a somewhat different three-param­
eter scheme. This included the following parameters: AVs (111) determining 
the change ofthe symmetrical Fourier component of the potential Vs (I 11), AE~ 
and AE~ representing the core shifts of the anion and cation, respectively. The 
magnitude of the shifts was chosen identically for all of the core states of both 
the cation and the anion. 

The APW method, which has been applied extensively for the calculation of 
the energy bands in transition metals and their compounds, is also based on the 
use of the variation principle. It also makes use of plane waves and localized 
functions. It differs from the OPW method, however, in a number of ways. First, 
in the APW method the potential usually has a muffin-tin shape: 

As a consequence of the fact that the elementary cell is divided into two 
regions, each of the basis functions consists of two parts. Outside the muffin-tin 
sphere, the basis functions <Pi (k, r) behave like plane waves, while inside the muffin­
tin sphere they are represented as linear combinations of the functions R/(r), 
which are solutions of the radial Schrodinger equation for the potential V(r): 
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RI(p) should satisfy a boundary condition; that is, it should be regular at p = O. 
Since there is only one boundary condition, it follows that £' in equation (75) 
may take arbitrary values? and in particular it may be equal to the in!tiil,l valu~ 
of the energy E' = E. The magnitude of the coefficients Aim in the series expan­
sion of the functions 'Pi(k, r) inside the muffin-tin sphere, 

00 I 

CPi (k, r) = ~ ~ Aim (k + KJ R/ (r) Y lm (8, cp) , 
1=0 k=--I 

are determined by equating this expression with the expression of the plane 
wave, exp i(k + K;) . r, at the surface of the sphere: 

1 ,-,., A, 

4ni Y 1m (k + Ki) Y 1m (r) 
Aim = R/ (RMT ) 

Therefore, the basis functions 'Pi(k, r) in the APW method are given by the 
following formulas: 

CPt (k, r) = 

exp i (k + KJ . r. 

These functions are constructed to be continuous at the surface of the sphere, 
but their derivatives exhibit discontinuities. This is the reason why a functional 
is used that takes into account the existence of these derivative discontinuities. 
If the region of the elementary cell inside the sphere is labeled I, and that out­
side the sphere II, then the functional in the APW method is given by the 
expression: 

where the derivative a/ap is taken in the direction of the external normal of the 
first region. The values of the energies En(k) and wave functions wn(k, r) in the 
APW method are determined mainly by the logarithmic derivativesR ;(p )/R/(p) 
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at the surface of the muffin-tin sphere. The convergence depends not only on 
the number of functions in the series (71), but also on the number of harmonics 
in the expansion (76). Typically, 50 basis functions are used for each atom 
situated inside the elementary cell, lmax being taken as 12. The convergence 
in the APW method is better than in the OPW method. It has been found that 
the muffin-tin potential represepts a good first approximation to the crystal 
potential. If necessary, account can be taken of the nonspherical symmetry of 
the potential inside the muffin-tin sphere and its nonconstancy outside it. The 
latter feature has the greater importance. In this case, the secular equation 
comprises the Fourier components of the crystal potential outside the sphere. 

A modification of the APW method including deviation of the crystal poten­
tial from the muffin-tin shape has been proposed by Slater and de Ciceo [135]. 
In the APW method, the series expansion of the wave function contains localized 
functions of s, p, d, [, ... type and therefore no difficulties arise in calculating 
the energy values for any type of symmetry. This is the reason why the APW 
method is so efficient for the calculation of energy bands for a large class of 
materials, particularly for the transition metals and their compounds. 

The results obtained by the method of Green's functions are similar to those 
obtained by the APW method since both methods use similar approximations for 
the potential. In the method of Green's functions, it is convenient to choose the 
potential with a muffin-tin shape. The equations used in the method of Green's 
functions also contain the logarithmic derivatives of the radial functions RI(r) at 
the surface of the muffin-tin sphere. For r <RMT , the solution obtained by 
applying the method of Green's functions is expressed as a series 

00 I 

~ ~ ClmRz (r) Y lm (e, IP), 
I=Om=-1 

where the functions RI(r) are determined from equation (75). In the method 
of Green's functions, the following functional is varied: 

A = \' 'I'* (r) V (r) 'I' (r) dV - ~ ~ '1'* (r) V (r) G (r, r') V (r') X 
0 0 Qo Qo 

X 'I' (r') dV dV', 

where G(r, r') is the Green's function determined by the equation 

(V2 + E) G (r, r') = () (r - r'). 

The convergence in this method is high. Usually it is sufficient to consider only 
4-6 harmonics in the expansion of the wave function w(r). However, in using 
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the method of Green's functions, as compared to the APW method, it is more 
difficult to solve the secular equation; the deviation of the potential from the 
muffin-tin shape is less readily accounted for, and it is also more difficult to 
determine the electron wave function outside the muffin-tin sphere. 
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Recently, particularly wide use in band-structure calculations has been made 
of the pseudopotential method, in which the wave functions are expanded in 
series of plane waves. In a number of cases, this method allows a considerable 
simplification of calculations of the energy-band structure for crystals. Phillips 
and Kleinman [136] have pointed out that, in the equations used in the OPW 
method, the terms containing the orthogonality coefficients compensate for the 
values of the Fourier components of the potential. This allows a determination 
of the pseudopotential, which contains the repulsion terms present in the equa­
tion of the OPW method. This potential compensation depends on the number 
of functions in the core. Since the system of core functions is far from being 
complete, it follows that the potential compensation is also incomplete. It 
should be noted that the pseudopotential represents in general a nonlocal 
operator. The action of Vps on an arbitrary function 'PCr) may be expressed by 
the relation 

VpsCP (r) = V (r) cp (r) + Y (E - EJ 'Ife (r) I' 'Ife (r') cp (r') dV'. 
e • 

It has been shown that, on the basis of data obtained from the study of 
scattering properties, it is possible to construct pseudopotentials of a more 
general shape [137]. The pseudopotential wave function (Figure 42) is charac­
terized by the fact that it does not contain the radial nodes that are character­
istic for the real function. Since the scattering amplitude is determined by the 
logarithmic derivative of the radial wave function, the potential can be replaced 

Figure 42. Wave function q, (r) and 
pseudo-wave-function .p(r) corre­
sponding to the potential V(r) and the 
pseudopotential Vps(r), respectively. 
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by a pseudopotential that has exactly the same scattering amplitude. For this, 
it is necessary that the logarithmic derivative of the wave function RICr) be equal 
to the logarithmic derivative of the pseudowave function at the surface of a 
sphere of radius equal to the effective ion radius in the crystal. On the basis of 
these considerations, Abarenkov and Heine [137] have constructed a model 
potential, which, for an ion of charge Z, may be written as follows: 

_ (- .t AI (E) PI (E), 

Vos = Z 
--,-, 

(77) 

where E is the energy of the state, Al (E) is a factor that depends on E and I, 
and PI is the projection operator that, when applied to wave functions, separates 
the components having the azimuthal quantum number I: 

I 2:rt :rt 

Pd(r, 8, fjJ)= },: Ylm~ '\·Y;m(8', fjJ')f(r, 8', fjJ') sin 8'd8'dfjJ'. 
m=-I 0 0 

The factorAI(E) is determined experimentally, i.e., is chosen so that the pseudo­
potential (77) generates the spectroscopically observed one-electron energy 
levels. For the total collection of ions distributed at the nodes of the crystal 
lattice, the pseudopotential may be written as 

Vo' (r, r', E) = 2. Vos (r- R;, r' - Ri. E). (78) 

Due to its nonlocal character, the potential depends on rand r'. In calculations 
performed using the pseudopotential method, the secular equation contains the 
matrix element 

(kiVos (f, f', E) Ik'), 

which may be written as follows: 

- -
(k I Vos I k') = S (q) Vos (q), 

where 

q=k-k', S(q)=-k-~expiq. Rj 
I 
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is a structure factor, and Vps(q) is the ionic pseudopotential form factor: 

- -Vps(q) == Vps(q, k, k', E) = 

= Qat .\ exp (- ik . r) Vps (r, r') exp (ik' . r) dVdV'. (79) 

Often, in the treatment of electronic properties, only the local approxima­
tion is considered-the energy E in expression (79) is assumed to be equal to the 
Fermi energy EF , and the vectors k and k', for q = Ik - k'i < 2kF , are taken as 
being equal to kF and q - kF' respectively, being oriented in opposite directions 
if q > 2kF . In order to obtain the pseudopotential of the crystal from the pseu­
dopotentials of the free ions situated at the nodes of the crystal lattice, account 
should be taken of the fact that the electrons in the conduction band are screen­
ing the pseudopotential (78). For the Fourier components, the following expres­
sion is then obtained: 

v _ V ps (q) 
ps - e (q) , 

where € (q) is the dielectric permeability. 
The local approximation of the pseudopotential has been applied success­

fully in studies of the energy-band structure of a great number of crystals. More­
over, it can be stated that existing knowledge of the band structure of A3BS and 
A2B6 compounds has been gained from the use of the pseudopotential method 
in its local-approximation form. It has been found that in order to describe the 
band structure of these crystals, six parameters are sufficient, namely, the 
Fourier components of the pseudopotential. In this case, the pseudopotential is 
represented by a fragment of a Fourier series: 

V pS (r) = ~ Vps (K) exp iK . r. 
K 

For crystals of the sphalerite type, it is convenient to set the origin of the coor­
dinate system between the atoms, and then the following relation is valid: 

v ps (K) = SS (K) VS (K) + iSA (K) VA (K), 

where 

SS (K) = 2 cos K • T, SA (K) = 2 sin K . T, 

Vs 1 'V K V A 1 (K) = 2" t d ) + dK)), V (K) = TWdK)- V2 (K)), 

T=i(lll). 
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Here, VI (K) and V2 (K) are the Fourier components of the pseudopotentials 
corresponding to the atoms of type 1 and 2 [138]. 

To calculate the band structure of molecules and cluster groupings in solids, 
the Xa-cluster method proposed by Johnson and Smith [139] can be used. In 
this method, multicenter integrals that complicate the calculations for selection 
of a basis related to atomic orbitals do not appear. This fact also significantly 
reduces the computer operation time necessary for calculation of the electron 
band structure. When calculations are performed for clusters in solids, it is con­
venient to consider a single isolated cluster. The volume occupied by the cluster 
(see Figure 43) may be divided into three types of regions: 

(I) the atomic region, consisting of spherical volumes centered at the atoms 
in the cluster; 

(II) the interatomic region, between the inner atomic spheres and an outer 
sphere enclosing the whole cluster and centered at its central atom (the Watson 
sphere); 

(III) the extra-atomic region, outside the Watson sphere. 

If the extra-atomic region is neglected, the division of the space is analogous 
to that in the muffin-tin approximation, though here the muffin-tin spheres may 
intersect each other. The radii of the spheres depend on the particular Hartree­
Fock model potential chosen as a first approximation in the self-consistent 
calculations. 

For an arbitrary point in the cluster, the potential may be written as follows: 

(80) 

where Ro defines the position of the central atom in the cluster, and Rj deter­
mines the position of the other atoms. This expression for the potential is aver-

Figure 43. Atomic (I). interatomic (II). 
and extra-atomic (III) regions in the 
cluster. 
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aged inside each atomic sphere j and also over the extra-atomic region. For 
region II, the potential value averaged over the volume is used. 
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The Watson sphere is used in order to obtain stabilization of the cluster 
orbitals. Watson [140] used it first for the stabilization of orbitals in a Hartree­
Fock calculation of the electron structure of the negative double-charged oxy­
gen ion. The Watson sphere is assumed to have an electric charge opposite to 
the charge of the cluster. For each atomic center situated inside the correspond­
ing atomic sphere, one can write the following series expansion of the wave 
function: 

v{ (r) = ~ C£R{ (E, r) Y L (r) (0 < r <;: Rj ), 
l. 

(81) 

where Y L (r) is the real spherical harmonics of index L == (I, m). The functions 
R{(r, E) represent the solution of the radial Schrodinger equation for the poten­
tial (80), spherically averaged with respect to the center of the jth sphere. As in 
the APW method and in the method of Green's functions, it is assumed that the 
wave function is finite at the center of the sphere, for r = O. A similar series ex­
pansion is also used for the partial wave representation of the wave function in 
region III: 

(82) 

where R w is the radius of the Watson sphere. The functions R? (E, r) represent 
the solutions of the radial Schrodinger equation for the spherically averaged po­
tential in region III. The radial wave functions of the molecular orbitals should 
decrease exponentially at large distances from the center of the cluster. This 
represents a boundary condition for the orbitals. In the interatomic region, one 
makes use of the multicenter partial wave representation of the wave function: 

1 

In this expression, x = (E - Vo) 2; 
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Vo is the mean value of the interatomic potential;h is the spherical Bessel func­
tion; h fl} is the spherical Hankel function of the first type; and n/ is the spherical 
Neuman function. The molecular orbital functions (81)-(83) and their corre­
sponding first derivatives should be continuous when passing through the spher­
ical surfaces. This condition can be satisfied by using the theory of multiple 
scattering [141]. The coefficients A ~ and B2 are found to be correlated to ci 
and D2. The equations obtained for the energy and for the coefficients Ai and 
B2 include the functions R{(E, Rj),[/(KRj), their first derivatives taken at the 
surface of the corresponding spheres, and the structure factors, i.e., factors of 
the typef/(KRjj'), YL(Rjj'), which depend on the interatomic distances and on 
the vectors Rjj'. 

One advantage of the method proposed by Johnson is the fact that it can 
also be used for the calculation of the band structure of crystals. In this case, 
such a cluster grouping that repeats itself periodically should be considered to 
give the whole crystal structure. Moreover, the cluster orbitals should satisfy the 
Bloch boundary conditions. 

Let us consider the secular equations of the energy eigenValues. In the 
methods of OPW, pseudopotential, APW, and Green's functions, the secular 
equation may be written as follows: 

In the OPW method, the function F K . K.(k, E) is given by the expression 
I' I 

F~~:i (k, E) = V (K; - Ki ) - ~ Ec (k + K,/ c) (c / k + Ki ), 
c 

where V(Ki - Kj ) is the Fourier component of the crystal potential. For a local 
pseudopotential, Fft, K" (k, E) = VPs (Ki - K,) Even for a nonlocal potential, 

" I however, the energy eigenvalues are determined from equations (84), with 

The pseudopotential also depends on the quasimomentum k and on the energy 
E. 

In the APW method, the function F KiK/k, E) is given by the following 
expressions: 

FA~W. (k E) = 4nR~T {-I(k + 1(.)2 _ E] jl ( I Ki + Ki / RMT ) + 
K,.K, ' Qo I I Ki - K// RMT 
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where PI are the Legendre polynomials, and h are the spherical Bessel functions. 
The convergence in the APW method is better than that in the OPW method, 
since in the former the wave function reproduces better the oscillations at the 
atomic core in the crystal. 

In the method of Green's functions, the rows and the columns of the deter­
minant that gives the energy values are numbered by the values of the orbital 
momenta, included in the series expansion of the wave function. This implies 
that the partial wave representation is utilized. Ziman [142] has shown that the 
matrix equations in the method of Green's functions may also be written in a 
similar way to equation (84), where 

As can be seen from this expression, the function F~~ K .(k, E) is similar to 
I' J 

FAK~~ .(k, E), but differs from it by the terms that contain the Bessel functions 
I' J h- In the APW method, they depend on k, while in the method of Green's func-

tions, stich a dependence does not exist. This improves the I convergence in the 
method of Green's functions, owing to the compensation of the terms 

R; (RMT,E) 

RdRMT,E) 

The slow I convergence in the APW method arises from the fact that the sum that 
contains the spherical functions describing the behavior of the crystal electron­
wave function inside the muffin-tin sphere requires increasingly more terms for 
waves with high kinetic energies. The plane wave convergence in the method of 
Green's functions is lower than in the APW method. Johnson [143] has shown 
that the APW method has the optimal convergence among all the methods in 
which plane waves are used. 

In the method of Green's functions, equation (84) may be more conveniently 
written in the partial wave representation: 

det I VB 611'6mm, + tan l'J1 2:: Cf:.l'm,Du,r (k, E) 1= 0, 
LM 

where 'TIl is the phase shift determined by the function RI(r); Cf~l'm' are the co­
efficients given by 
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and DLM are structure factors, which coincide with the coefficients in the partial 
wave expression of the one-electron Green's function: 

The good I convergence results in the fact that the secular equations in the 
method of Green's functions have a lower order, as compared to other methods. 
However, the matrix elements are more complicated, and it is difficult in this 
method to calculate the structure constants because of the bad plane-wave con­
vergence. The convergence may be improved by using the method proposed by 
Ewald [144]. Here, the constants contain exponential functions, spherical har­
monics, and integrals. In performing the band calculations with different 
methods, approximately similar efforts are involved, since the drawbacks of a 
given method are balanced by the advantages of some others, and conversely. 
Direct calculations have shown that, in performing similar calculations with the 
APW method and with the method of Green's functions, approximately the 
same computer time is necessary. 

We would like to point out once again that in each of the methods discussed, 
it is possible to introduce empirical parameters that yield a better agreement be­
tween theory and experiment and make possible a more reliable interpretation 
of experimental data. In the OPW method, this is accomplished by varying some 
of the Fourier components of the potential and by making use of the core-level 
energy shifts, whereas in the APW method and in the method of Green's func­
tions a change in the value of the crystal potential outside the atomic spheres is 
considered. 

Special interpolation methods exist, to be used in calculations based on ex­
perimental values of the parameters, or on parameters determined by other cal­
culation methods. First, there is the scheme based on the LCAO method [145]. 
In this case, the complicated overlapping integrals of atomic functions are not 
calculated exactly, but are considered to be parameters, determined from the 
condition of optimal agreement between the calculated and experimental results. 
Very good results for the interpolation of energy bands are achieved for pure 
transition metals with the method proposed by Hodges et al. [146] in which, 
besides the tight-binding functions describing mainly the d bands, use is also 
made of four orthogonal plane waves. The presence of hybridization between 
the localized functions and the plane waves allows a very accurate description of 
the energy band structure in transition metals. In this case, 15 parameters are 
used, these being partly obtainable from experimental data. 

A number of other methods have also been developed [147-149], based on 
the use of the symmetry properties of the energy bands and on the Fourier series 
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expansion of the dispersion functions of electrons in the crystal. By taking into 
account the symmetry properties, the number of the necessary parameters may 
be diminished. As a convenient semiempirical scheme, the pseudopotential 
method may also be used. 

One of the fundamental problems is the determination of the crystal poten­
tial. The problem is to construct for a multielectron system a potential that takes 
into account the average effects of interactions between the electrons in the sys­
tem. It must be admitted that the potentials used in energy-band calculations 
are in a high degree phenomenological. In the one-electron approximation, the 
crystal potential is represented by the sum of the Coulomb and exchange terms. 
Evaluation of the contribution of the Coulomb term in the total potential is not 
difficult, since it is determined by the density of electrons in the crystal. To a 
first approximation, the electron density in the crystal may be taken as equal to 
the sum of the electron densities of the free atoms. For the exchange term, Slater 
[150] has proposed an expression that we have already mentioned in the dis­
cussion of the magnitude of electron binding energies in atoms: 

1 

S [3 13 Vex = - 6 8n p (85) 

Prior to 1965, when Kohn and Sham [151] proposed a new formula for the ex­
change potential, calculations were performed by using the Slater potential. The 
Kohn-Sham exchange potential may be obtained in an analogous way to the 
Slater potential; it is necessary to take the value of the exchange potential for 
the gas of free electrons at the Fermi surface, but not average it over the states 
inside the Fermi sphere. Subsequently, Slater and Johnson [152] have proposed 
the exchange potential Xa' 

The charge density of electrons with spins oriented up and down can be ex­
pressed as follows: 

p- = ~ ni'I'~'¥;, p = p+ + p-. 
j-

(86) 

where the summation in the formula for p+ is performed over the spin-orbitals 
of the electrons with spin oriented upward, while in the formula for p_ it is per­
formed for electron spins oriented downward; nj is the occupation number of 
the spin-orbital, equal to 0 or 1. Let us consider the total energy of the system: 

(Exa> = ~ n/.\ '¥; (I}fI'!'/ (1) dV1 + + ~ p (1) p (2) g12dVldV2 + 
+ +.\ [p+ (I) Uxa+ (I) + p_(I) U Xa- (1)] dV l • (87) 
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Here,!! is a one-electron operator, related to the first electron. The first term in 
this expression represents the sum of the kinetic and potential energies in the field 
of all the nuclei, while the second term represents the Coulomb interaction be­
tween two electron charge distributions, including also the interaction of the 
electron on the ith spin-orbital with itself. Of course, any terms that describe 
the interaction of electrons with themselves should not enter into the expression 
for the total energy of the system. The last term in equation (87) represents the 
exchange term, which not only compensates such terms in the expression for the 
total energy, but also takes into account the characteristic exchange effects. 
Thus, it would be more appropriate to call this last term an exchange-correlation 
term. A term for the Coulomb interaction between all of the pairs of nuclei 
should be added to equation (87) but, since this term is a constant, it can be put 
aside and added to the energy only at the end of the calculations. By doing so, 
the exchange potential U x+(l) representing a generalization of the potential 

c; 
(85) is given by the expression 

1 

U xa+ (1) = - get l ( 4: )p+ r- . (88) 

An analogous formula may also be written for U x-(l). By varying expression 
c; 

(87) with respect to the spin-orbital \{II> the following equation is obtained: 

where Vcou1(l) represents the Coulomb potential acting upon the electron. It 
is determined by the total density of electronic and nuclear charge, while the 
exchange potential in the Xc; method is given by 

1 

V xa+ (l) = -}- U xa+ (1) = - ex r 6 ( 4: p+) 3l 
The eigenvalue eiX may be obtained by multiplying equation (89) on the c; 

left side by \{I i+ (1) and by subsequent integration over the electron coordinates, 
taking into account the condition of orthonormality of the functions \{Ii. On 
the basis of equations (86)-(88), it can be demonstrated that 

(90) 

by differentiating expression (87) with respect to the occupation numbers for 
the spin-orbitals characterized by upward spin orientation. Equation (89) is 
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solved self-consistently. It should be mentioned that the eigenvalues given by 
equation (90) do not coincide with the eigenvalues obtained by the Hartree­
Fock method, which represent the difference between the total energies of the 
free atom and those of the ion in which the ith electron has been removed; that 
is: 

(91) 

The difference between the energy calculated by formula (90) and the 
Hartree-Fock value (91) becomes evident if the total energy (E) is considered, 
by making use of the fact that it depends on nj in both the Xa method and the 
Hartree-Fock method. With a precision up to the terms of second order in nj, 
one obtains 

a(E) I 1 a2 (E) I 2 
(E) = (E)o + an' (n/-niO) + 2'" a 2 (n, - niO) + 

'on, 0 
(92) 

When nj = 0 and njo = 1, the following equality is valid: 

Therefore, the eigenvalue obtained by the Hartree-Fock method is equal to the 
eigenvalue obtained by the Xa method minus the second derivative: 

It can be demonstrated that the second derivative of the energy with respect 
to the occupation number is positive, and therefore the energy eigenvalue in the 
Hartree-Fock method is greater in absolute value than the energy eigenvalue in 
the Xa method. 

The value of 0: may be chosen so as to yield as good a description of the indi­
vidual atoms as possible [153]. For this, it is necessary that the energy (Ex) a 
coincide exactly with the Hartree-Fock energy of the same atom (if the atom 
has completely occupied shells), or with the energy averaged over all the multi­
plet levels determined for the core-state configuration. Lindgren [154] has pro­
posed a method for the determination of the magnitude of 0: in which the spin­
orbitals, calculated with the Xa method using equation (89), are introduced into 
the Hartree-Fock expression of the total energy, after which its minimum is 
found as a function of 0:. In general, a single value of 0: is not completely satis­
factory for all the spin-orbitals, and it is preferable to use various values of 0: for 
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the various spin-orbitals. For molecules or crystals, a: is determined inside each 
atomic sphere in a similar way as for the corresponding atoms, while in the inter­
atomic region, a value averaged over different atoms is used. 

An exchange potential, V~!, has been proposed by Herman et aI. [155]: 

2 
where ~«3' 

o (p) = _! [~( ~)2 _ ~] . 
pia 3 P P 

Another expression for the exchange potential has been proposed by Liberman 
[156] : 

V;x = _ (_3_ p (r))lf' F ( Y 2m (En - ~ (r» ). 
8n (3n2p (r» f, 

This potential is characterized by the fact that different electron states have dif­
ferent exchange potentials, since in this expression En is included within the 
square root. 

Orthenburger and Herman [157] have proposed the following exchange 
potential: 

1 

'3 "3 
V Xa()v (p) = - 6 ( 8n p) [a + ~O (p) + ,\\Odp) + 1'202 (p) + 

+ 1'303 (p)], 

where G(p), G1 (p), G2 (p), G3 (p) are corrections for the nonhomogeneity of 
the exchange term, namely, G(p) is the correction of the second order, while 
the others are corrections of the fourth order. The terms of fourth order exhibit 
a convergence behavior as a function of r. The use of this exchange potential, 
however, is perhaps not necessary since the Xa approximation may offer a suf­
ficiently great accuracy in the description of the electron structure of atoms in 
crystals. 

The problem of the inclusion of correlation effects in the one-electron 
approximation will not be discussed here, since it has not yet reached a suffi­
ciently advanced stage. 

In conclusion, the Hamiltonian used at present for determination of electron 
energy spectra has the shape 

(93) 
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As Vex, one may use the exchange potential proposed by Slater, Kohn and 
Sham, Liberman, or the exchange potential Xa. 

Symmetry Properties of the Energy Bands in Crystals 
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The fundamental problem of the theory of energy bands in crystals is to 
solve the Schrodinger equation with the Hamiltonian (93). Nevertheless, impor­
tant conclusions about the properties of the solutions, i.e., the electron wave 
functions 'IT (k, r) and energies En(k), may be drawn from a study of the sym­
metry properties. Thus the possible multiplicity of the energy eigenvalues can 
be determined, and it may be established that certain matrix elements of various 
types, in particular those related to electromagnetic radiation, are equal to zero. 
Study of the symmetry properties of the Hamiltonian (93) allows classification 
of the eigenvalues En(k) and prediction of the possible behavior of En(k) when 
k varies in the Brillouin zone. One can therefore realize how important it is to 
study the symmetry properties of the Schrodinger equation. 

The Hamiltonian H remains invariant under the action of all the symmetry 
operations of the crystal space group. The space group consists of translations, 
rotations, and reflections, followed by translations either by the lattice vector, 
or by another vector different from the lattice vector. The elements of the space 
group may be written as {Rd Rn + 'T j}, where R j represents a rotation or a re­
flection, Rn represents the lattice translation vector, and 'Tj represents a vector 
that is not a translation vector (in particular, the vector 'Tj may be equal to zero). 
The rotational parts of the elements of the space symmetry group {RjIO} form a 
group that is called the point-symmetry group. In crystals, there exist 32 point 
groups. The elements of the space group {RjlRn + TJ transform the vector r 
into the vector r' = R j r + T j + Rn , where R j is the matrix corresponding to the 
transformation R j • Let us now see how the function 'IT (r) is transformed by the 
operation {RjlRn + 'T j}: 

The groups for which the vector Tj is equal to zero, for all of the operations R j 

of the point group, are called symmorphic groups. The requirement that the 
elements {RjlRn + 'Tj} form a group imposes stringent limitations on the vectors 
Rn and'Tj. There exist only 230 space groups out of which 73 are symmorphic. 

The most usual crystals have face-centered, body-centered, or hexagonal 
lattices. For example, such semiconductors as silicon and germanium have a 
diamond-type crystal structure. Their crystal lattice may be represented as two 
face-centered cubic lattices, displaced with respect to each other by the vector 
(a/4) (1 , 1, 1), where a is the lattice constant. The crystals GaAs, GaP, and GaSb 
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are characterized by a zinc-bien de-type structure. This also consists of two face­
centered lattices, displaced with respect to each other by the vector (a/4) (1 , 1, 1). 
The crystals NaF, NaBr, and Nal have an NaCl-type structure, which consists of 
two face-centered lattices, displaced with respect to each other by the vector 
(a/2)(1, 1, 1). The compounds CsBr and CsI are characterized by a structure of 
CsCI type, formed by two simple cubic lattices displaced with respect to each 
other by the vector (a/2) (1 , 1, 1). In these cases, one of the sublattices contains 
the atoms of one type, while the other contains the atoms of the other type. In 
the hexagonal crystals of wurtzite type, such as AlN, GaN, and ZnO, the ele­
mentary cell contains 4 atoms. Metals such as copper, palladium, silver, gold, 
platinum, and lead have a face-centered crystal lattice, while lithium, sodium, 
potassium, titanium, and vanadium have a body-centered crystal lattice. Several 
compounds and pure elements can exist in more than one type of crystal lattice. 
Thus, BN may crystallize in the cubic or in the hexagonal system, while iron can 
have a body-centered or face-centered lattice. 

Let us label the unitary element of the point group R I' By using the Bloch 
condition, it can be demonstrated that, for the elements of the group {R IIRn}, 

the function {RIIRn} 1/1 (k, r) is transformed under the irreducible representa­
tion of the translation group. For an arbitrary element of the group, the follow­
ing relation is valid: 

(RII TI + Rnl 'l' n (k, r) = exp ik . (ti + R~) exp i (Ri1k) . r X 

X Unk (Rjf + tt) = exp i (Ri1k) . r] U~~lk (r), , 

which confirms that {Ril'Ti + Rn} 'l' (k, r) is a Bloch function with a wave vector 
Ri l k and an energy En(Ri l k). Since the Hamiltonian H is invariant under the 
operation {Ril'Tj + Rn} of the space group, it follows that En(Ri l k) = En (k). 
Each energy band has a complete point-symmetry group. 

Among the elements {Ril'Ti + Rn} of the space group, there exist some that 
lead again to Bloch functions with the same wave vector k: Ri l k = k, or with 
the equivalent wave vector Ri l k = k + Kj . These elements form a subgroup of 
the space group, and this is called the group of the wave vector k. Such a sub­
group determines the degeneration multiplicity and the symmetry of the energy 
band states belonging to the given point k of the Brillouin zone. Let us consider 
the wave vector groups for GaS and germanium crystals. The Brillouin zone 
for these crystals is shown in Figure 44. The wave vector group at the point 
k = (0, 0, 0) for the GaAs crystal is the whole symmorphic space group T~. Let 
En(O) be ap-times degenerated energy level with wave vector k = (0, 0, 0), and 
'l'noj(r) the basis functions of the m-dimensiona1 irreducible representation of 
the wave vector group at the point r. Then 
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Figure 44. Brillouin zone for the bee 
lattice. 

On the other hand, 

107 

For the elements {RrIRm}, with 1 fixed and m variable, the following is obtained: 

M 'm = MIs = '" = MI. 

Therefore, all the elements of the space group having the same element {RrIO} of 
the point group are represented by the matrix Ml: 

1 = 1, 2, ... , 24. 

The Bloch functions form the basis of the p-dimensional irreducible representa­
tion of the point group Td • The elements of the point group are represented by 
the matrix MI. Therefore, in order to find the irreducible representations of the 
group of the wave vector k, it is only necessary to find the irreducible represen­
tations of the group Td, since each irreducible representation of Td corresponds 
to an irreducible representation of the group of the wave vector k = O. The group 
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Td has five irreducible representations: r 1 (1), r 2 (1), r 12 (2), r 1 (3), and r 25 (3), 
whose dimensions are indicated in parentheses. 

Let us consider the direction 4. Let En (4) be the p-times degenerated energy 
level with the wave vector oriented in the direction 4 and the wave functions 
'It nkj(r) (j = I, 2, .. ". ,p). In this case, for all of the elements {R1IRm}in the 
group of the wave vector k, the following equality is valid: 

• p ~ 
{R11 Rill) '¥ nkj (r) = exp (lk . Rm) Rl'¥ nkj (r) = ~ MSj '¥ nks (r). 

s=1 

Therefore, 

p • 1m 
R t'¥ nj (k, r) = ~ exp (- lk· RnJ MSj '¥ ns (k, r). 

s=1 

For the elements with different translation vectors, the following is obtained: 

and consequently, 

P t 
R z'¥ nkj (r) = ~ MSj'¥ nks (r). 

s=1 

Therefore, the Bloch functions 'ltnksCr) (s = 1,2, ... ,p) form a selection of basis 
functions for the p-dimensional irreducible representation of the point group of 
the direction 4.Consequently, in order to construct the irreducible representations 
of the group of the wave vector 4, the irreducible representations of the point 
group should be used. The matrices of irreducible representations of the wave 
vector group may be obtained from the irreducible representations of the point 
group: 

In the case of the GaAs crystal, the point group of the vectors k distributed 
along the direction 4 has four irreducible representations, 410 4 2 ,43,4 4 of di­
mension 1. Let us consider the wave vector group for the point X = (21T/a) (1 , 0, 
0). The matrices representing the element {R1IRm} correspond to the irreducible 
representation of the wave vector group in the given point, and may be written 
as exp (ikxRm)Ml, where Mt are the matrices of the irreducible representations 
of the point group in the point X. This point group has five irreducible represen­
tationsXbX2,X3,X4,X5' Since the dimension ofrepresentationXs is 2, the 
states with symmetry Xs will be twice degenerated. 
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The space group of the diamond crystal is nonsymmorphic, which makes the 

comtruction of it~ irreducible repre~@ntJtiom mOH! difficult. In gemmll, however, 
even in this case, the method of construction of the irreducible representations 
of the space group is analogous to that discussed above. At the point k = 0, the 
classification of electronic states is performed by using 10 irreducible representa­
tions of the group 0h: r l (1), r'(1), r 2(1), r;(1), r I2 (2), r~2(2), r ls (3), 
r~ 5 (3), r 25 (3), and r;s (3). For diamond, the group of the wave vector k along 
the direction .1 is characterized by five irreducible representations: .1 1 , .1~, .1 2 , 

.1; and .15, the last one two dimensional. The group of the wave vector at the 
point X has four irreducible representations, all two dimensional. 

As we have already mentioned, from the orders of the irreducible representa­
tions the degree of degeneracy of the energy levels can be determined. However, 
in some cases, additional degeneration may occur. Besides the conditions of 
space symmetry, the time-reversal symmetry of the SchrOdinger equation repre­
sents an additional condition, which may cause the degeneracy of energy bands 
along certain directions in the Brillouin zone. The equation which is the complex 
conjugate of (14) is 

Therefore, the wave function q,~k(r) also represents an eigenfunction of the 
Hamiltonian H and corresponds to the same eigenvalue En(k). However, since 
q,~k(r) is a Bloch function corresponding to the wave vector k, it follows that 

'I'~k (r) = exp (- ik . r) Ullk (r), 

and therefore, 

Ell (k) = Ell (- k). 

In this case, the wave function 

satisfies the same time-dependent Schri:idinger equation as the function q, nk(r, t), 
namely 

. a'¥ Ilk (r, t) 
H'I' nk (r, t) = tfi at 

For example, in the case of the compound GaAs, the states that transform under 
the irreducible representations .13 and.1 4 have the same energy E (k8)' 

The change of symmetry that occurs on passing from a point k to a neighbor-
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ing point ko may have a stepwise character. Therefore, some of the symmetry 
elements of the first point may be absent for the second point. Let us consider 
a transition from a point with a large number of symmetry elements to a point 
with a lower number of symmetry elements. The representations that were irre­
ducible at the first point may be reducible at the second point. By studying the 
properties of the totality of irreducible representations, it is possible to deter­
mine the possible types of states between which a given irreducible representa­
tion (for a given energy) is divided, at points contiguous to ko. Let us consider, 
for example, that the representation at the point ko is three dimensional. The 
compatibility relations made it possible to establish that at a point neighboring 
ko this representation is divided into three one-dimensional representations. 
Unfortunately, however, these relations do not provide an answer to the ques­
tion: which of the states has the highest or the lowest energy value? One repre­
sentation may be compatible with representations of different types, and which 
of these will in fact occur can only be determined by calculation. Nevertheless, 
the compatibility relationships and the time-reversal symmetry properties pro­
vide a means of reducing considerably the number of possible band structures 
for the given crystal. Figure 45 shows several of the possible and impossible 
types of band structure for crystals of the diamond type and of the zinc-blende 
type. 

In conclusion, the energies and electron wave functions of crystals may be 
classified by using the irreducible representations of the space group. In an 

r x r 
a b 

X, Figure 45. Possible and impossible 
(from the point of view of the group 
theory) band structures for crystals 

X of (a) the diamond type and (b) the 
zinc-blende type. 
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arbitrary point k of the Brillouin zone, only translation symmetry exists, and 
therefore the wave functions should satisfy the Bloch condition. The series ex­
pansion of the valence electron wave functions in an arbitrary point ko contains 
harmonics of s, p, d,[, ... type. At points of high symmetry in the Brillouin 
zone, some of the harmonics do not appear in the series expansion of the wave 
function. Thus, at the point k = 0, the principal types of symmetry for cubic 
crystals will be: s for the r l state, d for r lZ , p for rls,[for rzs,g for r~s and 
d for r;s. At the point X, the representation Xl will have s- and d-type sym­
metry, and the representation Xs will have p-type symmetry. 

Electron States in Disordered Alloys 

The essential difference between the theoretical treatment of disordered and 
of ordered systems is that, for disordered systems, the Bloch theorem is not 
valid. However, in disordered binary alloys, the atoms of the two components 
are situated at the lattice points of a periodic lattice. A more complicated situa­
tion is encountered for amorphous semiconductors, in which there exists short­
range but not long-range atomic ordering. One of the most advanced methods 
for the calculation of the electron properties of disordered binary alloys is the 
method of coherent potential, proposed by Soven [158,159] . The principle of 
this method is rather simple. Let us consider a point Rv of the crystal lattice, at 
which the probability of finding an atom of type A is c (c is identical to the con­
centration of the A component in the alloy), and the probability of finding an 
atom of type B is (I - c). Therefore, in the vicinity of the point Rv , the alloy 
potential will be described either by the function UA or by the function UB . 

Let us introduce the potential Vo corresponding to some periodical struc­
ture. If Go is the Green's function describing the electron behavior in the lattice 
with potential Vo, and Go the Green's function of a free electron, then 

In this model, the alloy is characterized either by the potential VA - Vo, or by 
the potential VB - Vo. The t matrix of the various centers in the alloy may be 
determined by the relation 

(94) 

The Green's function of electrons in the alloy may be written as follows: 
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By assuming that the average of (tj> over all the configurations is zero, 

and using equation (94), the following expression for Vo is obtained: 

where V= eVA + (l-e)VB' 
The use of the above approximation in the determination of Vo is called the 

method of coherent potential. This approximation implies that 

(0) = Go + ~ ~ ~ ~ (GotaGofrlJot·lJotiJo) + 
a /:l~a '1'*13 0+'1' 

Frequently in practice only the first term of the expansion is retained, i.e., 
(G) ~ Go. The reliability of this approximation has been confirmed in practice 
in a number of electron band-structure calculations for alloys. 

Comparison between Electron Spectroscopy 
and Some Other Methods of Investigation 
of the Electron Structure of Crystals 

Prior to the development of the method of X-ray photoelectron spectros­
copy, the valence band structure in crystals was studied mainly by X-ray emis­
sion spectroscopy, by photoelectron spectroscopy in the far-ultraviolet range, 
and by optical-reflection and absorption spectroscopy. 

The intensity of emitted X-ray radiation is given by the formula [5] : 

~ r / Mn (k)/2 
'fT (v) = v i.J J I VEn(k) IdS, 

n S 
(95) 

where the integration is performed over the isoenergetic surface E = En(k) - Ec; 
Mn(k) is the matrix element of the probability of transition from the valence 
band to the core levels, i.e., 

(96) 

This matrix element is determined by the wave functions \Jf nk(r) of the valence 
electrons, and \Jf ck(r) of the core electrons. Aleshin and Smirnov [160] and 
Topol et al. [161] have demonstrated that the matrix elements of the transition 
probability, especially in semiconductors and in insulators, may change appre-
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Figure 46. Probability of transition from the valence band to the Is-core states of (a) boron 
and (b) nitrogen in BN. 

ciably when k changes in the Brillouin zone, even on the same isoenergetic 
surface. Therefore, IMn(k)12 cannot be extracted from the integral in equation 
(95). This means that the intensity :J(v) cannot be considered to be proportional 
to the electron density of states, which is given by 

r 

r ds 
p (E) = J I V E (k) I ' 

s 
(97) 

since the proportionality factor varies significantly with energy. Such a matrix 
element will be different for the same k but different energy bands. 

In the case of binary compounds, IMn(kW may be significantly different for 
the transitions corresponding to the core levels of the different components. 
Figures 46 and 47 show the quasimomentum dependence ofthe square modulus 
of the matrix elements of transition probability for BN and GaP compounds, 
according to the data of Aleshin and Smirnov [160] and Topol et al. [161]. As 
a result of the difference in the magnitude of IMn(k)12 for the various compo­
nents in compounds, the emission bands will be significantly different, even for 
transitions on levels of the same type of symmetry. In some compounds, there 
exist valence subbands for which the electron wave functions are localized in the 
vicinity of the nuclei of one of the components in the compound. This usually 
results in great differences between the probabilities of transition from this sub­
band to the core levels for different components. 

The wave function of a valence electron in the vicinity of the atomic nucleus 
may be represented as a series expansion in spherical harmonics: 

'1'11 (k, r) = ~ elm (k) R/Ylm (8, cp). 
1m 
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Since the wave function of a core electron in the vicinity of the nucleus of any 
one of the components is approximately the same as the atomic function ""e(r) = 
Rei' Yl'm (8, ""), it follows that the matrix elements (96) will be different from 
zero if the dipole selection rules !:ll = ±l, !:lm = ±1 are satisfied. Therefore, 
X-ray emission spectroscopy allows the determination of the energy localization 
of states with different types of symmetry in the valence band of the crystal. 

There exist points k in the Brillouin zone for which I!:lE(k) I = O. Conse­
quently, singularities appear in the structure of the density-of-state curves of 
valence band electrons; these are the so-called "van Hove singularities" [162]. 
Comparison of formulas (95) and (97) indicates that these singularities should 
also appear in the curves of the X-ray intensity distribution, in spite of the fact 
that formula (95) contains the square modulus of the matrix element of the 
transition probability (96). 

The X-ray emission spectra of the various components in compounds may 
differ significantly from each other because of the differences in the transition 
probability matrix elements. Therefore, a general criterion for identifying the 
X-ray emission bands of the different components of the crystal on the same 
energy scale does not exist. Such identification can be achieved efficiently by 
using X-ray photoelectron spectroscopy data. The states situated at the bottom 
of the conduction band may also be studied by using X-ray absorption spectros­
copy. Figure 48 illustrates schematically the possibility to use the method of 
X-ray spectroscopy in the study of electronic states in crystals. It should be 
mentioned that, because of the influence of the transition probability on both 
the X-ray emission spectra and the X-ray absorption spectra, the determination 
of the width of the forbidden band in insulators by analysis of X-ray spectra of 
the different components may lead to different results. In this case, the lowest 
of these values should be accepted as the most reliable value of the forbidden 
band width. 

In optical spectra, the shape of the lines corresponding to interband transi­
tions is given by the following relation [163] : 

- dp 
e2 (w) '" "LJii' ~ , 

i i' 1/' 
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Figure 48. Use of X-ray photoelectron spectroscopy for the study of the electron structure 
in compounds of the AB type. 

where dpjdEjj' represents the interband density of states, i.e., 
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and fij' is the mean value of the oscillator strength: 

fii' (k) =.2. I (kj I PI kj') 12 
3 Ej' (k) - Ej (k) 

CHAPTER 2 

If the mean value of the oscillator strengthfij' cannot be calculated, f2(W) 

can be obtained from the expression 

f2 (w) and dp /dEjj' have analytical singularities at those frequencies for which, 
at some point k on the isoenergetic surface hv = Ej'(k) - Ei(k), the following 
condition is satisfied: 

VkEji' (k) = VkE i' (k) - VkEj (k) = O. 

Therefore, the interband density of states is characterized by singularities, 
which in this case are the van Hove Singularities. 

The real and imaginary parts of the dielectric permeability are related to the 
optical constants by the following simple relations: 

where nand k are the coefficients of refraction and extinction, respectively. By 
using the Kramers-Kronig relationship (a relationship between the amplitude and 
the phase) and the Fresnel equations, the optical constants can be calculated. 
The Fresnel equation for the reflected radiation is 

n- ik -1 I I is r= 'k'l =re. n-I T 

The measured reflectance is equal to the square of the amplitude: 

(98) 

and the phase angle is determined by the expression 

(99) 
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The phase O(w) for any frequency may be calculated from reflectance data by 
using the Kramers-Kronig relation: 

C>O 

8 (w,,) = 2~ i d~:R In/ :~:: /dw. 
o 

(100) 

By solving the system of equations (98) and (99) together with relation (100), 
the dependence of the refraction and extinction coefficients on the energy of 
incident photons can be determined. 

As far as the photoelectron emission in the far-ultraviolet range is con­
cerned, Smith [164] and Brust [165] have shown that the energy distribution 
of electrons emitted without energy loss from the sample is given by the 
formula 

I(E;, lIw) '" ~S d3k I Pi'i (k) 12 6 (Er{k) -Ej{k)-nw) X 
I I 

X 6 (EL - E j (k)) T (Ej', k), 

where T(Ej' , k) represents the exit function that determines the probability that 
an electron excited into the state Ej'(k) will reach the sample surface and es­
cape out ofit. At sufficiently high energies, fzw, the magnitude of I(Ej, hw) is 
approximately proportional to that part of €2 (w) corresponding to transitions 
from the statesEj, i.e.,I(Ej, fzw)dEj ~ €2(W). 

In conclusion, it can be stated that optical methods offer the possibility to 
study the structure of valence and conduction bands. In the majority of cases, 
however, it is just the structure of the conduction band at excitation photon 
energies of the order of 10-15 e V that hinders the determination of the char­
acteristics of the crystal valence bands with the method of photoelectron 
spectroscopy. 

Park et al. [166] have proposed a new method for the determination of the 
binding energies of electrons in crystals, namely, the so-called appearance poten­
tial spectroscopy (APS). The principle of this method is to apply a linearly and 
slowly increasing accelerating potential between a cathode and an anode, the 
latter being the sample itself. The increasing accelerating potential results in an 
increasing number of photons in the bremsstrahlung spectrum. When the edge 
potential corresponding to the excitation of a characteristic spectrum is reached 
the detector will record an additional number of photons. To improve the sensi­
tivity of the method, the voltage derivative of the radiation intensity dI/dV is 
recorded rather than the intensity itself. Knowing the values of edge potentials, 
it is possible to determine the binding energies of core electrons belonging to 
atoms inside a surface layer of 5-10 A thickness. 
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Information on the chemical shifts of core levels obtained with photoelec­
tron spectroscopy can in some cases be complemented with data obtained from 
Mossbauer spectroscopy, in which the distribution of r quanta emitted under 
nuclear transitions from excited to ground states is studied. It can be considered 
that, during the nuclear transition, the electron distribution remains unchanged. 
The total energy of the system includes the total electron and nuclear energy, 
and also the energy of Coulomb interaction between the electronic and nuclear 
charge distributions. It is determined by the magnitude of the overlap of nuclear 
and electronic charge distributions at the nucleus sites. The size of the nucleus 
in the excited state is different from its size in the ground state, and this affects 
the energy of emitted 'Y quanta. Of course, the variation of nuclear dimensions 
in the excited states does not depend on the chemical environment of the 
nucleus. However, the density of electronic charge at the nucleus site is sensi­
tive to the chemical environment. 

In spite of the fact that the main contribution to the density of electronic 
charge at the nucleus arises from core electrons, while variations related to the 
chemical environment only contribute approximately 10-3 of the total charge 
density at the nucleus, Mossbauer spectroscopy is characterized by a very high 
sensitivity, making possible the detection of extremely low changes in the chemi­
cal environment. 

The isomer shift between two compounds A and B (B being the absorbant) 
is given by the formula 

(101) 

where l'lriOW is the charge density of s electrons at the nucleus, and l:l(r2)/<r2) 

is the relative change of the square of nuclear radius during the excitation. Equa­
tion (101) contains only the density of s electrons because electrons having non­
zero orbital momenta will have singularities in their charge density distribution 
at the nucleus site. The magnitude of l:l (r2) depends on the isotope type and on 
the type of r transition, and can be positive or negative. One way to determine 
the magnitude of l:l (r2 )/(r2 ) is to calculate the charge density at the nucleus site 
for a particular group of molecules. It is then possible to determine C and the 
ratio l:l(r2)/(r2) using equation (101). Since the main contribution to the charge 
density at the nucleus arises from the core electrons, it follows that these calcu­
lations should take into account relativistic effects, as well as effects related to 
the correlation between the core electrons. In order to reduce energy losses aris­
ing from recoil effects, in Mossbauer spectroscopy the sample atoms or mole­
cules are included in a solid state matrix. Consequently, the calculations should 
also include solid state effects. Because of their interdependence, each of these 
factors gives rise to tedious theoretical calculations. This explains the fact that 
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for the majority of Mossbauer transitions the magnitude of !l. (r2 )/(r2 ) is as yet 
not sufficiently well known. The accuracy in the determination of its value is at 
best ± 20%, and in the common cases as poor as ±100%. Consequently, the in­
formation on electron structure obtained by the study of isomer shifts is as yet 
of qualitative rather than quantitative character. 

In a qualitative description of the electron structure, the most important 
information is the sign of !l. (r2). If !l. (r2) is positive, the electron density at the 
nucleus site increases, while if it is negative, the electron density decreases. How­
ever, a change of sign of !l. (r2) is not always connected to a change in the density 
of s electrons at the nucleus of the given atoms. In fact, both an increase in the 
number of s electrons in atom A and a decrease in the number of its p, d, 
[valence electrons have the same effect, namely, to produce an increase in 
Iws(OW. This is because the p, d,lvalence electrons screen the s-core electrons 
from the nucleus, so that their removal causes a contraction of the s orbitals. 
Theoretical calculations performed for free atoms have shown that this effect is 
less important than the direct increase of the density of s electrons. Nevertheless, 
both effects should normally be taken into account. This is the reason the com­
plementary use of photoelectron spectroscopy and Mossbauer spectroscopy 
would be useful in the study of the nature of chemical bonds in molecules. 

The correlation between chemical and isomer shifts has been established by 
Barber et al. [167] and Adams et al. [168]. Figure 49 shows the relationship 
between chemical and isomer shifts for inorganic complexes of bivalent iron 
57Fe, for a transition energy of 14.4 keY [168]. In general, a correlation be­
tween the chemical and isomer shifts is not to be expected. However, it is possi­
ble to predict certain series of compounds, having a given type of hybridization, 
for which a linear relation between !l.E and 0 A would be valid. Possible devia­
tions from such a linear dependence are of particular interest. 

Figure 49. Chemical and isomer shifts 
for 57 Fe in the inorganic complexes of 
bivalent iron, according to the data from 
[J68J. 
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The advanced and rapid development of computational techniques will soon 
allow accurate determinations of the factor tl(r2 )/(r2 ), and interesting quantita­
tive information will become possible. 

In nuclear magnetic resonance experiments, the electron cloud in molecules 
in the initial state is already excited by the action of the strong magnetic field. 
As a reaction of the electron system to the field B, a screening field B' = -if A B 
is generated at the nucleus. The chemical shifts appearing in nuclear magnetic 
resonance arise from the different screening constants of the atomic nuclei situ­
ated in different chemical environments. The magnitude of if A is determined as 
the mean value: 

where 0xx, Oyy, Ozz depend on molecular properties, namely, the molecular 
dimensions, the local electron density, and the stability of the electron distri­
bution of the ground state with respect to the perturbations due to the magnetic 
fields. The change of if A for an element A in various environments is called the 
"NMR chemical shift." A more efficient magnetic screening corresponds to a 
positive value of the chemical shift. The screening constant if A may be repre­
sented as the sum 

where o~ and 05t are the diamagnetic and paramagnetic screening constants, 
respectively. The diagmagnetic screening describes the screening related to the 
spherically symmetric part of the charge distribution. The paramagnetic term 
appears as a result of the fact that in molecules the charge distribution is not 
spherically symmetric. Therefore, the paramagnetic contribution to the screening 
compensates the diamagnetic screening. For o~ , one may write the following 
expression: 

Here, 'l1 0 represents the electron wave function corresponding to the ground 
state of the molecule, and the summation is performed over all the electrons in 
the system. Gelius et al. [67] have demonstrated that the magnitude of the 
chemical shift tlo~ is given by the expression 

llo~ =- -+ -;:-e_2-,,--1l~. RZ B • 
3mc2 l.J 

B=/=A AB 
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Therefore, if the chemical shifts AE A and the relevant structural data are known, 
it is possible to determine the diamagnetic screening constant. 

For the paramagnetic screening constant the following formula is obtained: 

where 'l! n represents the wave function of the nth excited state of the nonper­
turbed Hamiltonian, and J1B = eh/2mc is the Bohr magneton. Calculation of the 
magnitude of a~ is difficult since it requires knowledge of the wave functions of 
the whole system in the excited state. Unfortunately, it is just a~ that is the 
dominant term in the NMR chemical shift. 

The total shift Au A is in many cases two orders of magnitude greater than 
Aa1, and for this reason a correlation between the chemical shifts observed in 
X-ray photoelectron spectroscopy and those observed by NMR is hardly to be 
expected. Figure 50 shows the shift of the boron Is line, as determined with 
X-ray photoelectron spectroscopy, and the NMR shift of boron nuclei (11 B), in a 
series of 28 specimens containing boron atoms in various chemical environments 
[67] . The dotted line indicates the correlation that would be expected if the 
term related to AE A were dominant in the NMR shift. Large deviations from 
such a correlation are caused by variations in the paramagnetic screening con­
stant. Therefore, though in general a linear correlation between the shifts corre­
sponding to the compounds in Figure 50 can hardly be expected, such a cor­
relation is not out of the question in certain cases [169, 170] . Figure 51 shows 
the chemical shifts determined by X-ray photoelectron spectroscopy and by 
nuclear magnetic resonance for some compounds of the CHn X4 - n type, where X 
may be fluorine, chlorine, bromine, or iodine, and n takes values from 1 to 4. 
This figure demonstrates that molecules can exist for which a nearly linear cor­
relation is observed between the two shifts. It is to be noted that for the bromine 
compounds in Figure 51 there is a marked deviation from linearity. 

Figure 50. The chemical shift of the 
boron 1s level and the NMR shift on 
the 11 B nucleus for boron in various 
chemical environments, according to 
the data from [67}. The shifts have 
been measured with respect to boron 
in the compound B(OCH3h. 
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Figure 51. Chemical shift of the 
carbon 1 s level and the NMR shift on 
the 31 C nucleus for compounds of 

200 IlENMR,ppm the CHnX4 - n type. 

Lindberg [171] has discussed the correlation between the shifts determined 
by X-ray photoelectron spectroscopy and by nuclear magnetic resonance for a 
large series of compounds. A practically linear correlation has been found for 
methyl compounds of the CH3X type (CH3I, CH3Br, CH3CI, CH3F) between 
the chemical shift of the carbon Is line and the NMR shift of the hydrogen 
nuclei, as well as for some phenyl compounds. In order to demonstrate this cor­
relation, compounds should be chosen for which the NMR shift can occur as a 
result of the change of the effective charge and not as a result of magnetic an­
isotropy effects. 
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Metals and Alloys 

The structure of the valence bands of many metals is characterized by a great 
complexity and contains features that can be observed experimentally only by 
using spectroscopic instruments with a resolving power of the order of some 
tenths of an electron volt. At present, however, since most electron spectrom­
eters have a resolution of about 0.6-0.9 eV, it is not yet possible to determine 
the detailed structure of the valence bands of most transition metals from their 
electron spectra. Thus the resolution of available instruments is completely in­
adequate for a determination of the accurate valence band structure of transition 
metals in which the density of the d states is high and their bandwidth is not 
large. As the atomic number increases, however, the valence band broadens. For 
gold, for example, it is possible to determine experimentally the whole fine 
structure previously predicted by relativistic band calculations. 

For alloys, the calculations are much more difficult and, therefore, in the 
study of the electronic nature of processes that accompany the formation of 
alloys, experiment will continue to play the predominant role. 

Electron spectroscopy has already revealed a series of important character­
istics of the structure of valence bands in alloys and has allowed the quantitative 
determination of the essential parameters in the development of the electronic 
theory of disordered alloys. Thus, the study of X-ray photoelectron spectra of 
alloys of transition and noble metals has revealed the existence of strongly 
localized d states. These experimental results have been explained by inter­
preting the electron structure of disordered alloys within the framework of the 
coherent potential method. 

Density of States of Valence Electrons as Given by the X-Ray 
Photoelectron Spectra of Light Metals 

The light metals have not been studied by X-ray photoelectrQ.n spectroscopy 
as extensively as the transition and noble metals. This is because their sample 
surface undergoes a rapid oxidation, and, consequently, it is necessary to per­
form the measurements in ultrahigh vacuum of the order of 10-10 torr. At 
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present, experimental data exist for the X-ray photoelectron spectra of the 
valence bands of only two light metals, sodium and aluminum. Since their 
valence electrons may be treated in terms of the nearly free electron approxi­
mation, it is sufficient to use only a small number of orthogonal plane waves 
for the description of the band structure of these metals. 

The X-ray photoelectron spectra of sodium have been studied by Kowalczyck 
et al. [172] and by Citrin [173]. In the work of Kowalczyck et al. [172], the 
sodium sample was prepared by evaporation on an aluminum substrate. The 
electron spectra were recorded at a pressure of 8 X 10-11 torr. The intensity 
of oxygen and carbon lines was insignificant, and, therefore, it can be con­
sidered that the presence of such minute amounts of oxygen and carbon on the 
sample surface does not result in a modification of the shape of the valence elec­
tron spectra. In the work of Citrin [173] , the sample was prepared in a similar 
way, but since the pressure of residual gases in the spectrometer was somewhat 
higher (of the order of 10-9 torr), a number of evaporations of sodium onto the 
substrate were performed before its valence and core-electron spectra were re­
corded. Since the photoionization cross section of the valence electrons in 
sodium is low, the valence band spectra were recorded continuously for eight 
hours. An HP-5950A electron spectrometer was used. The long duration of the 
spectra recording might explain the relatively high fluctuations in the valence 
band photoelectron spectra of the sodium sample illustrated in Figure 52. A 
parabola may be drawn through the experimental points, which is consistent 
with the free-electron representation of the valence electrons of sodium. The 
width of the valence band of sodium determined from these data is equal to 
3.2 ± 0.1 e V. However, if the linear background of secondary electrons is sub­
tracted from the data in Figure 52, and a new parabola is drawn through the 
resulting points, a lower value for the width of the valence band is obtained, 
namely, 2.8 ± 0.1 eV. Since these approximations give the upper and the lower 
values, respectively, one may take the mean value 3.0 ± 0.2 eV as the more 
plausible value of the valence bandwidth. Studies of ultras oft X-ray spectroscopy 

-' 
Figure 52. Photoelectron spectra of sodium valence 

4 3 2 f o E, e V electrons. 
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by Crisp and Williams [174] have yielded a value of 2.6 eV for the valence 
electron bandwidth. 
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Calculation of the bandwidth within the framework of the free-electron 
model, or by using the pseudo potential method [175] or the method of Green's 
functions [176] ,gives values of 3.2 eV, 3.1 eV, and 3.3 eV, respectively. It 
should be noted that the shape of the X-ray photoelectron spectra in the region 
of the Fermi energy is determined by the experimental resolution function of 
the instrument, which amounts to 0.5-0.6 eV. Temperature broadening is 
insignificant (of the order of some hundredths of an electron volt). 

As is shown by Figure 53, in the X-ray photoelectron spectra of Is, 2s, and 
2p core electron levels there also exists a background of secondary electrons. 
This appears as a result of inelastic scattering processes involving photoelectrons 
on their way out of the sample. In these spectra, peaks are also observed, that 
correspond to the electrons that have lost part of their energy in the excitation 
of plasmon oscillations in the bulk of the sample (bulk plasmons) or on its sur­
face (surface plasmons). In the spectrum of Is electrons, besides the four bulk 
plasmons (v), peaks corresponding to the excitation of surface plasmons (s) and 
of combined surface and bulk plasmons (v + s) are also observed. The energy of 
the first bulk plasmon was found to be tiwp = 5.83 ± 0.6 eV, which is consistent 
with the results obtained by other authors: 5.85 ± 0.1 eV [177] , 5.71 ± 0.1 
eV [178] . The existence of surface plasmons has been predicted theoretically 
by Ritchie [179] and by Stern and Ferrel [180] . The experimental data on the 
energy of surface plasmons agree well with those predicted theoretically. 

In the compound NaOH the 3s electrons of sodium take part in the forma­
tion of the chemical bond and cannot be considered as being free. This is the 
reason why in the X-ray photoelectron spectra of this compound, plasmons are 
not observed (Figure 54). The experimental values of the binding energies of 
sodium core electrons in the pure metal and in NaOH compound are given in 
Table 7. The accuracy in the determination of the binding energies is depen­
dent on the uncertainty in the determination of peak positions by the method 
of least squares (which is of the order of 0.02 eV), the uncertainty in the deter­
mination of the Fermi level (approximately 0.06 eV), and the operating insta­
bility of the spectrometer itself. The instrument instability can be estimated by 
measuring the position of the same line over a long period of time. It also 
amounts to several hundredths of an electron volt. In spite of the fact that the 
binding energy values may be subject to an error of the order of 0.08 eV, the 
relative position of the lines can be determined with a greater precision. In the 
case of sodium in NaOH, the binding energy values were determined relative to 
the Fermi level of the spectrometer. It should be mentioned that the work 
function of sodium, as determined by van Oirschot et al. [181] ,is equal to 
2.36 ± 0.02 eV. 

Baer and Busch [56] have studied the X-ray photoelectron spectra of the 
valence band of aluminum. The method of sample preparation and the ex-
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Figure 53. Core-level photoelectron 
spectra of sodium: (a) 2p; (b) 2s; (c) 

1070E,eV Is. 

perimental conditions have been mentioned in Chapter 1. The features of the 
density of states of valence electrons of aluminum predicted in the theoretical 
calculations of Rooke [182] (Figure 55a) were also found in the experimental 
X-ray photoelectron spectra (shown in Figure 55b). These features were also 
observed by Dimond [183] in the L 2 ,3 X-ray emission spectra of aluminum 
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Figure 54. Core-level photoelectron 
spectra of sodium in NaOH: (a) 2p; 
(b) 2s. 
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(Figure 55d). In the K band of aluminum [184], owing to the influence of the 
transition probability, only the states connected to the singular points X4 and 
K 1 of the Brillouin zone appear (Figure 55c). 

The calculations of Smrcka [185] successfully reproduce the intensity 
distribution of the radiation in X-ray emission bands. Figure 56 shows the X-ray 
photoelectron spectrum of aluminum 2p electrons. Besides the main line cor­
responding to 2p electrons, additional lines related to the excitation of volume 

TABLE 7. Binding Energy of Na Core Electrons in Metallic Na and in NaOH 

Sample 

Na Metal 
NaOH 

Is 

1071.76 ± 0.03 
1072.59 ± 0.04 

State 

2s 

63.57 ± 0.03 
64.21 ± 0.04 

2p 

30.52 ± 0.04 
31.39 ± 0.05 
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Figure 55, Electronic density of states 
of valence electrons, X-ray emission spec­
tra, and X-ray photoelectron spectra of 
aluminum: (a) density of states; (b) pho­
toelectron spectra; (c) K{3 emission band 
of aluminum; (d) experimental (--) 
and theoretical (---) L2 3 band of 
aluminum, ' 

and surface plasmons can be observed_ The spectrum also exhibits plasmon 
satellites (structure a) arising from the excitation of 2p electrons by the Ka3,4 
satellite line of magnesium, with the subsequent energy loss 1i'wv ' 

Studies of X-ray photoelectron spectra of sodium and aluminum indicate 
that in these cases the quasimomentum dependence of the electron excitation 
probability is not significant. This is because the isoenergetic surfaces of these 
metals in the k space are nearly spherical, and on each isoenergetic surface the 
probabilities corresponding to different values of the quasimomentum are about 
the same, This explains why the X-ray photoelectron spectra of valence electrons 
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Figure 56. 2p photoelectron spectrum of 
aluminum. 
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in sodium and aluminum are so close to the distributions of the electron density 
of states. 

Influence of Transition Probability on the Shape of X-Ray 
Photoelectron Spectra of Transition and Noble Metals 

The electron structure of transition and noble metals is more complicated. 
This is because in these metals there exist two markedly different groups of s, 
p, and d electrons. The d electrons, unlike the sand p electrons, are localized, 
but the degree of their localization is lower than in free atoms. The structure of 
energy bands in the transition metals is determined essentially by the hybridiza­
tion of s, p, and d states. The existence of localized states on the broader energy 
background of the relatively smooth distribution of sand p states has led to the 
concept of d resonance states [5] . The high localization of d electrons in solids 
may be understood if one realizes that, in the calculation of d-type radial wave 
functions, the term 1(1 + I )/r2 that enters into the radial Schr6dinger equation 
describes the centrifugal repulsion of the electron by the nucleus. In a bound 
state, for I ~ 2, the electron experiences both the centrifugal barrier and the 
atomic potential. By adding the term 1(1 + 1 )/r2 to the crystal potential in the 
vicinity of the atom and taking into account the particular structure of the 
crystal potential, the effective potential with barrier that prevents the electron 
from being transferred to the neighboring atom is obtained. There exists, how­
ever, a quantum-mechanical probability of transition from bound states with 
1 = 2 through the barrier, and therefore the resonance state is extended over a 
rather large energy region. 

The electron structure of transition metals has been treated theoretically 
in a large number of investigations. In many cases, rather good agreement has 
been obtained between the calculated and experimental values of the parameters 
that describe the electron structure of these metals: the width of the valence 
band, the density of states at the Fermi level, and the energy position of van 
Hove singularities. When transition metals are studied by the method of electron 
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Figure 57. Photoelectron spectrum of gold 
valence electrons before (/~) and after (/) 
subtraction of the background of inelastic 
electron scattering. 

spectroscopy, it is important to find out whether the density of states of the 
valence band electrons is reflected in the X-ray photoelectron spectra. In the 
first studies in this field [186-190] , the electron spectra of transition metals 
were measured with a relatively low resolution, of the order of 1.2 eV. Recently, 
however, studies of some transition and noble metals have been made with a 
better resolution (0.5-0.6 eV) [191-193]. In these experiments, unlike the 
earlier ones [186-190], some fine structure could be observed in the X-ray 
photoelectron spectra. One of the most extensively studied metals is gold. 
Shirley [194] measured the valence band electron spectra of three gold samples. 
The samples were cut from a monocrystal in such a way that the three specimen 
surfaces were oriented parallel to the planes (100), (110), and (111), respec­
tively. The samples were polished, chemically etched, and heated. The photo­
electron spectra were produced by using the monochromatized KCXl, 2 aluminum 
line as excitation radiation. The spectra of the three specimens were very similar 
to each other, and therefore in Figure 57 only the spectrum corresponding to 
the (110) surface is shown. It has been smoothed by use of the formula: 

l~(N) = +(1' (N -1) + 21' (N) + I' (N + 1)), 

where I' (N) represents the intensity in the Nth channel, before smoothing. 
From the quantity Is (N) = Is (N) - I B (see Figure 57), the contribution of the 
background of inelastic electron scattering should also be subtracted. This cor­
rection is proportional to the area bounded by the curve of the intensity distri­
bution and the abscissa axis, in an energy interval between the given energy value 
and the Fermi level. Therefore, 
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Shirley has performed a careful analysis of the valence band photoelectron 
spectra of the gold (110) surface by comparing them with the calculated spectra 
[195-199] and taking into account the relativistic effects in the density of states 
of valence electrons (Figures 58, 59). Figure 58 shows the results of the theoreti­
cal calculations performed by Ramchandani [195] and by Smith and Traum 
[196]. The poor agreement with the experimental data may be attributed to the 
fact that in these theoretical calculations some inadequate approximations were 
made. Ramchandani [195], for example, used only a low number of functions 
in the basis, whereas Smith and Traum [196] used an approximate scheme for 
the inclusion of relativistic effects, namely, the spin-orbit interaction was 
introduced in a band structure obtained by nonrelativistic calculations. In the 
work mentioned above [195], Ramchandani also performed calculations of the 
density of states by choOSing for the parameter Q: of the exchange potential 
(V~) the values Q: = % and Q: = l The results obtained using these values of the 
parameter Q: show an even worse agreement with the experiment than those in 
Figure 58, which were obtained with Q: = I. In the calculations of Connoly and 
Johnson [197] , based on the method of Green's functions, an exchange poten-

Figure 58. Photoelectron spectra of 
gold valence electrons as compared to 
the density-ofstates curves: (1, 3) 
photoelectron spectra from /194}; 
(2, 4) density-of states histograms 
calculated in /195} and /196}, 
respectively. 
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Figure 59. Photoelectron spectra of 
gold valence electrons as compared to 
the density of states curves: (1. 3. 5) 
photoelectron spectra from [194J; 
(2.4.6) density o[states histograms 
calculated in [J 97J. [198J. and [199J. 
respectively. 

tial of the Slater type was used, which led to a value of the valence bandwidth in 
good agreement with the experimental value. Kupratakuln [198] used the 
APW method with ex = 1, i-, ~, but better agreement with the experiment is ob­
tained for the density-of-states curves calculated with ex = ~: . The best agree­
ment with experimental data was obtained by Christensen and Seraphin [199] 
using the APW method with ex = 1. 

The results of theoretical calculations are very sensitive to the choice of the 
parameter ex in the exchange potential. Sommers and Amar [200], for example, 
have shown that for ex = j, the predicted value of the valence bandwidth is too 
large. On the other hand, as can be seen from Figure 59, the density-of-states 
curves calculated by different authors agree rather well with each other. All the 
density-of-states curves shown in Figure 59 show the best agreement with ex­
perimental data in the region of the peak situated close to the Fermi level, and 
the worst agreement in the region of greater binding energy values. It is in just 
this region, however, that the partial density of s states is increasing. Therefore, 
if it is assumed that the magnitude of the ionization cross section is lower for 
s states than for d states, it becomes clear why the values of the density of states 
are higher than the intensity of the energy distribution of photoelectrons. We 
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should mention that the scale for the density-of-states curves in Figure 59 was 
chosen so that the height of the maximum in the density of states at 3 eV fits 
the intensity at this point in the experimental spectrum. This type of analysis 
shows that experimental data provided by X-ray photoelectron spectroscopy 
may be used as a criterion to assess the validity of theoretical calculations of the 
band structure of gold. 

So far, we have discussed only calculations in which relativistic effects have 
been taken into account. In all the work mentioned above, with the exception 
of the work of Smith and Traum [196] , the relativistic Dirac equation was 
solved. The calculations performed by Smith and Traum [196] without taking 
into account the relativistic effects led to a distribution of electron density of 
states which exhibits only one maximum situated in the energy region in which 
the experimental curve exhibits a minimum. Therefore, the occurrence of two 
maxima in the intensity distribution of the X-ray photoelectron spectra orig­
inates entirely from the relativistic effects. 

In order to give an idea of the magnitude of the spin-orbit interaction in 
gold, it can be noted that the energy distance between the states r; and r; 
resulting from the splitting of the state r~5 is equal to 1.3 eV, which is signifi­
cantly lower than the experimental value (2.8 eV) of the distance between the 
maxima. 

Eastman and Grobman [201] and Freeouf et al. [202] have studied the 
valence band photoelectron spectra of gold in the energy region 10.2-90 e V, 
by using synchrotron radiation as the excitation source. The samples were 
prepared by evaporation of a gold layer of 1000-5000 A thickness onto the 
(111) surface of a silicon mono crystal as substrate. During operation, the 
vacuum in the spectrometer chamber was about 3 X 10-10 torr, while the 
evaporation was performed at about 1 X 10-10 torr. As is shown in Figure 
60, the intensity in the energy distribution of photoelectrons, in the region 
10.2-50 eV, depends strongly on the excitation energy, while this dependence 
is much weaker at other energy values. Even though at photon energies greater 
than SO e V the overall structure of the photoelectron spectra does not undergo 
significant changes, their fme structure exhibits observable variations. These 
variations are probably due to the quasi-momentum dependence of the matrix 
elements of transitions from the valence band to the free states, as well as to 
Bragg-diffraction effects at the exit of electrons from the sample. However, as 
can be seen from Figure 61, the photoelectron spectrum of gold obtained at 80 
eV energy differs from the X-ray photoelectron spectrum in the energy region 
in which both the first and the second peak are situated. It may be presumed 
that here the dependence of the transition matrix elements on the excitation 
energy is making itself felt. 

It should be mentioned that, in the work of Eastman and Grobman [20 I] 
and Freeouf et al. [202], polarized radiation was used, and the geometry of the 
experiments was different in the two cases. Figure 61 also shows theN6 ,7 X-ray 
emission spectrum of gold (corresponding to transitions from Sd to 4f states) as 
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Figure 60. Photoelectron spectra of gold 
valence electrons, obtained at various ex-

o E, eV citation energies. 

measured by McAlister et al. [203]. In their experiment, the resolution (0.5 eV) 
was close to the resolution in the X-ray photoelectron spectrum of gold (0.6-0.8 
eV). Since the maxima in the valence-band density of states of gold are observed 
at about 3.4 eV and 6.2 eV, while the binding energy values of the 4/7/2 and 
4/5/2 electrons are equal to 84.0 eV and 87.7 eV, respectively, it is to be ex­
pected that the maxima in the N6 , 7 X-ray emission spectrum of gold will be 
situated at 77.8, 81.0, 81.5, and 84.7 eV. Figure 61 shows that this prediction is 
in fact correct, the energies of the three maxima a, b, d and the bump c agreeing 
rather well with the above values of transition energies. 

Shirley has shown that the X-ray photoelectron spectrum of the valence elec­
trons of gold provides rather reliable information about the density of electron 
states in the valence band. The observed discrepancy may be attributed to the 
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Figure 61. Photoelectron and X-ray 
emission N 6 7 spectra of gold valence 
electrons as ~ompared to the density-of­
states curves: I(--)-photoelectron 
spectrum obtained at 80 e V excitation 
energy; (- -- -- -j -photoelectron spec­
trum obtained at 1253.6 e V excitation 
energy; (- - -j -electron density of 
states; II-X-ray emission N6 , 7 spectrum. o E,eV 

influence of transition probabilities on the shape of photoelectron spectrum_ 
The problem of the influence of transition probabilities on the X-ray photo­
electron spectra of a few transition and noble metals, namely, copper and 
silver, has been investigated in detail by Nemoshkalenko et al. [204, 205] _ 

The energy distribution of electrons emitted from the sample under the 
action of incident X rays with frequency w is given by formula (67), which, 
in the scheme of reduced bands, may be written as follows: 

I(w,£);:;:;; ~ I<Wnk,IWI'l'k+Q)12, (102) 
n,k.k',Q 

where 'IT nk' (r) and 'IT k + Q (r) represent the wave functions of electrons in the 
valence band and in the conduction band, respectively; W represents the opera­
tor describing the interaction of the emitted electron with the external electro­
magnetic field: 

W = - _e _ exp iq . rA . p. 
mc 
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The electromagnetic field is described by a linearly polarized plane wave with 
wave vector q and polarization vector A. In formula (102), the summation 
is performed over the vectors k and k', which satisfy the conditions 

E (k + Q) - En (k') = nU), } 
E = E (k + Q) = 1 k + Q 12 = P2, 

(103) 

where E(k + Q) represents the fmal-state electron energy, and P represents the 
momentum of the electron emitted from the sample. In the interpretation of 
X-ray photoernission processes, the electron work function I{) of the specimen 
may be neglected. 

The wave functions of valence electrons of copper, silver, and palladium have 
been found by using the interpolation method of Hodges and Ehrenreich [146]. 
The wave function of valence electrons is given in this case by the following 
expression: 

where I{)k,j.I for p. = 1,2,3 represents the Bloch combination of tZg orbitals: 

( 15 )'/2 xy ( 15 )'/2 R yz ( 15 )'/2 zx 
CPl = 4n R (r) 7i"" ' CP2 = 4n (r) (2' CPa = 4n R (r) 7' 

while for p. = 4 and p. = 5 it represents the Bloch combination of eg orbitals: 

(~)'/' (X2 _ 2) ...!!J!1.. = (_5_)'/, (3z2 - r 2) R (r)', 
CP4 = 16n y r2' CPs 16n ,2 

(r) _ exp i (k + K,) .! . 
CPk.K, - Y NQo 

I{)k,Kj are plane waves characterized by the vectors of the reciprocal lattice: 

2n ° Kl = - (0,0, ), 
a 

211: - - -Ka = - (1, 1, 1), a 

211: -K2 = - (0,2,0), 
a 

211: --K4 = -(1,1,1). a 

Thus, in the method of Hodges and Ehrenreich, the basis contains nine func­
tions, and therefore the matrix of the Hamiltonian operator 

( PW-PW : PW-LCAO ) 
PW-LCAO 1 LCAO~LCAO 

has the dimension (9 X 9). 
The most complicated expression has the block(LCAO-LCAO): 

(lOS) 
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H~~. (k) = ~!Pk.~ 1- V2 + V (d I q;k.~'). 

By taking into acount that 

V (r) = ~ v(r - Rv), 
v 

one obtains 

H~w = [Eo + 11 (8~4 + 8~5)18~~, + 
+ I exp (- ik . Rv) f a~ (r - Rv)(V - v) a~, (r) dV, (106) 

v",o 
where 

S a~ (r) [- V2 + v (r)] a~ (r) dV 

is equal to Eo for the t2g orbitals, and to Eo + Ll for the eg orbitals. If only the 
interaction of the nearest neighbors is taken into account, the matrix elements 
HIJIJ' may be written as follows: 

Hll = Eo- 4Al cos S cos 'Y\ + 4AI. cos S (cos S + cos 11); 

H 22 = Eo - 4AI cos 11 cos S + 4Az cos s (cos 11 + cos s); 
H33 = Eo - 4AI cos ~ cos S + 4A2 cos 11 (cos ~ + cos s); 

H44 = Eo + 11 + 4A, cos ~ cos 11 - 4As cos s (cos ~ + cos 11); 
4 

HOD = Eo + 11-3""(A4+ 4A,,)cos~COS11+ 
4 + 3"" (2A4 - As) cos s (cos ~ + cos 11); 

Hl2 = HZl = - 4A3 sin ~ sin s; 
Hl3 = H31 = - 4A3 sin 11 sin s; 
H 23 = H 32 = - 4Aa sin ~ sin 11; 

HI' = H41 = 0; 
H 24 = H 42 = - 4As sin 11 sin s; 

H34 = H43 = 4Assins sin s; 
Hl5 = HSl = - (8/V'3) A6 sin ~ sin 11; 

H2S = HS2 =- (4/V3) A6 sin 11 sin s; 
H35 = H53 = (4/V'3) A6 sin ~ sin s; 

H45 = H54 = (4/V3) (A4 + A5) cos \; (cos 11 - cos s), 

where ~ = rrkx • 1/ = rrky. and ~ = rrkz . 
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The block of matrices (105), corresponding to the matrix element (PW-PW), 
has the following form: 

(107) 
Thus, the matrix elements entering into this block depend on two Fourier 
components of the potential V(3) and V(4), and also on the quantities a and~. 
The occurrence of the symmetrization factors F2 , F3 , and F4 is related to the 
fact that the bases that contain plane waves and symmetrized plane waves are 
essentially different from each other. At the points of high symmetry these 
factors are equal to zero or to unity, depending on whether or not the given 
plane wave enters into the symmetrized combination of plane waves having the 
lowest energy at the given point. If the factors F2 , F3 , and F4 had not been 
taken into account then, in the calculated energy bands, undesirable shifts and 
splittings would have appeared. The values of symmetrization factors for the 
points of high symmetry in the Brillouin zone are given in Table 8. For the 
points inside the Brillouin zone, the following possible values of the symmetriza­
tion factors may be used: 

F - ky-kx (2k k2 ) 
2- k k Y- y, ky - x + 0.001 cos (n y) 

F = kx [12 (k x + ky + kz) - 4 (kx + ky -!-- kz)2] 
3 2 9 ' 

kx + 0.001 cos (nkx) cos ("3" nkx) 

F _ kx - kz [ 12 (kx + ky) - 4 (kx --I- ky)2 ] 
4 - 2 9 . 

kx + kz + 0.001 cos (nkx) cos ('3" nkx) 

TABLE 8. Values of the Symmetrization Factors in the High· 
Symmetry Points of the Brillouin Zone 

Symmetry point 

r (0,0,0) 
X (0, 2,0) 
L (4,4,4) 
K (3/4, 3/4, 0) 
W (1/2, 1, 0) 
U (1/4, 1. 1/4) 

o 
1 
o 
o 
1 

o 
o 

1 
1 

o 
o 
o 
1 
1 
o 
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The matrix elements of the block (PW-LCAO) may be written as 

(108) 

where S, J.1, II take, respectively, the values (1, x,y), (2, y, z), (3, z, x) for the 
t2g orbitals, and 

(109) 

for the eg orbitals. The matrix elements (106)-(109) contain 15 parameters. 
The values of these parameters are chosen by taking into account the results ob­
tained in calculations of the energy bands of the metal, by applying the APW 
method and the method of Green's functions. The origin on the energy scale 
may be chosen so that the parameter ~ is equal to zero. 

The interpolation method allows reproduction of the energy-band structure 
of the crystal with a mean square error of the order of several thousandths of a 
Rydberg. The wave functions obtained by Hodges and Ehrenreich [146] provide 
a good approximation to the density of electronic states in the valence band. 
The parameters that describe the energy-band structure of copper and silver 
were taken from the works of Stocks et al. [206,207]. In the first article 
[206] on copper, these parameters were determined from the calculations of the 
copper band structure by Burdick [208] , using the APW method with the 
potential proposed by Chodorow [209] . By comparing the results of calcula­
tions performed with different approximations [210], it can be concluded that 
the Chodorow potential leads to energy spectra that show the best agreement 
with experiment. For silver, the energy band structure has been calculated by 
the method of Green's functions, with a model of the crystal potential proposed 
by Mattheiss [211] and a Slater-type exchange. For copper, it is not yet neces­
sary to take into account the spin-orbit splitting, since the experimental 
spectra were recorded with a resolution of 0.6-0.9 eV, but the spin-orbit split­
ting amounts to only 0.2 eV. For silver, however, it is desirable to take into 
account the spin-orbit interaction, since the spin-orbit splitting may reach 
values of the order of 0.5-0.6 eV. 

Since the d-wave functions of valence band electrons in these crystals are 
localized mainly in the region 1.4-1.5 a.u., it follows that qr ~ 0.6 < 1, and 
therefore the dipole approximation may be used. This statement is also sup­
ported by the great similarity between the X-ray photoelectron spectra obtained 



140 

at excitation energies 100-1486.6 eV. By using the plane waves 

qJk+Q (r) = exp i~Q) . r 
NQo 

CHAPTER 3 

as the wave functions of the electrons in the conduction band, formula (102) 
becomes for the dipole approximation: 

J (w, E) = L ~ C~* (k) C~, (k) l\dE>k+Q, qJk+Q) X 
ll,k.Q j.t;j.t' 

where 

represents the linear combinations of spherical harmonics corresponding to the 
angular dependences of eg and t2g orbitals: 

00 

Bd (I k + Q i) = f drr2i2 (I k + Q 1 rj) Rnd (r). 
o 

In using the functions given by the expression (104), because K i < < Q, the 
contribution of sand p electrons to the energy distribution of electrons ex­
pressed by equation (110) is equal to zero. This fact, however, is not obviously 
reflected in the calculated results, because the contribution of the partial den­
sities of sand p electrons to the total density of electronic states in the valence 
band of copper, silver, and palladium is low [206,207], 

At an acceptance angle of photoelectrons in the electron spectrometer equal 
to 8°, the summation in formula (110) is performed over all the states (n, k) in 
the Brillouin zone compatible with the law of conservation of energy. In this 
case, the law of conservation of electron momentum is satisfied for all the points 
k in the Brillouin zone, Expression (110) can be significantly simplified if the 
summation over the whole Brillouin zone is replaced by the summation over its 
irreducible 4~ part. If the symmetry properties of electron wave functions are 
taken into account, it can be shown that the cross terms in formula (110) com­
pensate each other, so that the intensity of the photoelectron spectrum can be 
written as follows: 

I(w,E,P) - L [2Ct2g ,n(k)(Yi + Y~ + n) 
k,n 

(111) 
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where 

Ceg,n(k) = C~,n(k) + C~,n(k), 

ad (E) = B~(IPI) = B~(E). 

In formula (111), the summation is performed only over the electron quasi­
momenta in is part of the Brillouin zone. Therefore, the energy dependence 
of the angular distribution of photoelectrons is determined by the t2g and eg 

components of the density of states: 
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The variation of the photoionization cross section of d electrons, ad, over the 
whole range of the occupied part of the valence band, at a photon energy of the 
order of 1500 e V, is not greater than 1 %. At photoelectron emission along the 
(001) direction, the functions Y" Y2 , and Y3 become equal to zero for ()p = 
'Pp = 0, while Y4 and Ys remain different from zero. In the case of photoemis­
~on al~ng th~ (111) direction, and for () p = 51,;7°, 'Pp ~ 45°, the functions 
Y, = Y2 = Y 3 are different from zero, while Y4 and Ys are equal to zero. 
Therefore, in the first case, the photoelectron spectrum must be determined by 
the eg component of the density of states, and in the second case by its t2g 

component. One should notice that, for polycrystalline materials, the intensity 
of photoelectron spectra can be represented as follows: 

For polycrystalline copper and silver, calculation of the density of states of d 
electrons has been done by using the interpolation method of Hodges and 
Ehrenreich. As Figures 62 and 63 show, the main features of the electron 
density of states of copper and silver are seen in the experimental spectra ob­
tained by Hiiffner et al. [192]. Their experiment was performed using an HP-
5950A electron spectrometer with a resolution of 0.6 eV and a vacuum of 
-10-9 torr. However, the shape of the experimental and theoretical curves are 
significantly different. In the valence band photoelectron spectrum of copper, 
the intensity of the maximum at ~2.5 eV is greater than that of the maximum 
at -3.5 eV, while in the density-of-states curve, the greatest maximum is that 
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Figure 62. The X-ray photoelectron spec­
trum and the density of states of valence elec­
trons in copper: (a) the photoelectron spec­
trum; (b) the density of states calculated: 
(--) without taking into account the spin­
orbit interaction; (- .... ) by taking into 
account the spin-orbit interaction (the theo­
retical curves were smoothed by a dispersion 
curve with a halfwidth of 0.25 eV); (c) the 
density of states calculated without taking 
into account the spin-orbit interaction: 
(. - •.. J t2gstates; (---) egstates; 
(-----) s states; (--) total. 

situated nearer the Fermi level. Consideration of the spin-orbit splitting does not 
change significantly the density of states of valence electrons of copper. One 
possible explanation is that the discrepancy between the photoelectron spectra 
and the partial density of states of d electrons is due to relaxation effects, which 
might be different for electrons of t2g- and eg-symmetry type. One can admit 
that, in copper, the contribution of electrons of eg-symmetry type is greater in 
the photoelectron spectrum than in the density of states. An increase in the 
density of eg states near the Fermi level can be caused by a small energy shift of 
the position of eg states with respect to t2g states. Therefore, the t2g and eg 
components of the density of states should show, separately, a rather good 
consistency with the photoelectron spectra corresponding to photoemission 
along (111) and (001) directions, respectively. In the case of silver, as it results 
from Figure 63, it is necessary to consider also the relativistic effects. The 
density of states calculated by taking into account the relativistic effects [192] 
has a minimum that is absent in the density-of-states curve calculated without 
inclusion of the relativistic effects. 
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c 

Figure 63. The X-ray photoelectron spectrum and 
the density of states of valence electrons in silver. 
(a) the photoelectron spectrum; (b) the density of 
states calculated: (--) without taking into ac­
count the spin-orbit interaction; (- ... -) by taking 
into account the spin-orbit interaction (the theo­
retical curves were smoothed by a dispersion curve 
with a halfwidth of 0.25 eV); (c) the density of 
states calculated without taking into account the 
spin-orbit interaction: (- .... ) t2g states; (---) 
eg states; (_._._) s states; (--) total. 

10 OE,eV 

The discrepancy between the photoelectron spectrum and the density of 
states of valence electrons in silver consists in a different intensity ratio of the 
two main maxima. In order to illustrate the energy distribution of s, t2g , and 
eg electron states throughout the valence band of copper and silver, the partial 
density of these states is also shown in Figures 62 and 63. Figures 64 and 65 
show the theoretical curves and the experimental data for photoelectron emis­
sion along (001) and (111) directions in copper, and along (100) and (111) 
directions in silver [211a, 211 b]. One should mention that, for cubic crystals, 
the (001) and (100) directions are equivalent. The agreement between the theo­
retical and experimental data for copper and silver is quite good. One should 
notice that in copper the maximum in the photoelectron spectrum corres­
ponding to eg states is shifted toward the Fermi level, as compared to the cor­
responding maximum in the partial density of eg states. 

Dobbyn et aZ. [213] and Liefeld [214] have studied the M and LX-ray 
emission spectra of copper. As can be seen from Figure 66, the L band is 
narrower than the M band. This is explained by the authors [213] as being due 
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Figure 64. (a) X-ray photoelectron spectra 
of copper along the (111) and (001) direc­
tions. (b) Calculated partial density of 
states of electrons with t2g and eg sym­
metry. The theoretical curves were 
smoothed by a Gaussian curve with a 
half-width of 0.4 eV. 

to a different energy dependence of the radial wave functions for 3p and 2p 
electrons of copper. However, the work of Htifner et al. [193] indicates that 
the width of the copper 3p level is equal to 1.4 e V, and that of the 2p level is 
equal to 0.8 eV. This result is essentially different from that obtained by 
Dobbyn et al. [213]. Therefore, although the transition probability has an in­
fluence on the width of the X-ray emission band, if in this case the calculations 
of Hiifner et al. [193] are correct, it follows that the difference in the width 
of the Land M bands is mainly related to the different widths of the 3p and 2p 
levels. 

Wehner et al. [2l4a] have studied the valence band photoelectron spectra of 
silver using synchrotron radiation in the energy range 32-250 eV. This offered 
the possibility to observe the intensity change of photoelectron spectra caused 
by a specific atomic effect due to the radial singularity of the 4d electron wave 
function of silver, since in this case there exists an energy range in which the 
photoionization cross section has a strong energy variation. The valence band 
electron spectra of silver, obtained by using synchrotron radiation, are con­
sistent with those obtained by using the KOi radiation of aluminum. In the region 
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Figure 65. (a) The X-ray photoelectron 
spectra of silver along the (111) and (001) 
directions. (b) Calculated partial density 
of states of electrons with t2g and eg 
symmetry. The theoretical curves were 
smoothed by Gaussian curves with a half­
width of 0.4 e V in the case of t 2g states, 
and 0.5 eVin the case of eg states. 

Figure 66. M23 (--) and L2 3(---) 
X-ray emission'spectra, and val~nce band 
photoelectron spectrnm (- .. ) of copper. 
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of ultrasoft X rays, a change in the energy of the exciting photons is accom­
panied by a change in the intensity ratio of the two main peaks in the valence 
band photoelectron spectra of silver. In this energy region of exciting radiation, 
the intensity of the photoelectron spectrum of silver is proportional to the 
photoionization cross section of 4d electrons: 

1 
I(w) --- a(w, E) --- - <I tfi(Ef ) 12 ) Nf(Ef ), 

w 

where Ef = ~ + tiw (~ represents the center of gravity of the valence band 
photoelectron spectrum), NiEf) is the electron denSIty of states in the fmal 
state, and <I t fl12 ) is the square modulus of the matrix element of the electron 
transition probability, averaged with respect to the photoelectron emission 
angle. The minimum in the curve of relative intensity of the valence band photo­
electron spectrum of silver (Figure 67) is due to the energy dependence of < I t fi 12 ). 

Figure 68 shows the energy dependence of < I t fi 12 ) for silver and copper in the 
orthogonal plane wave approximation. In silver, the minimum occurs at an elec­
tron kinetic energy of 140 eV. In copper, such a minimum does not exist, since 
the 3d electron wave functions do not have radial singularities. In conclusion, 
in solid materials also, the existence of a radial singularity of the electron wave 
function results in a minimum in the energy dependence of the electron photo­
ionization cross section. This minimum can be named "Cooper minimum," in 
analogy WIth the correspondmg one occurnng m the photolOmzatlOn cross sec­
tion of free atoms [91] . 
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Figure 67. (a) The valence band photoelectron spectra of silver obtained at an exciting 
photon energy of 70 e V, 90 e V, 110 e V, 130 e V. (b) The relative Intensity of the 4d peaks 
in the photoelectron spectra of silver 
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Figure 68. The square modulus of the radial matrix element of the electron transition 
probability, as a junction of the electron kinetic energy for silver (--) and copper (- - -). 

Hufner and Wertheim [215] have studied the valence band photoelectron 
spectra of a series of transition metals from manganese to copper, using an HP-
5950A electron spectrometer with a resolution of 0.5 e V. The measurements 
were performed with a vacuum of 10-9 torr. For all of the metals investigated, 
with the exception of manganese, the detected oxygen and carbon signals were 
low and did not increase significantly even after 24 hours of continuous opera­
tion of the spectrometer. In the case of manganese, an oxide layer had already 
formed on the sample surface after 2 hours. This limited the duration of spectra 
recording and consequently led to statistically poorer results. Figure 69 shows 
the experimental valence band photoelectron spectra of manganese, iron, cobalt, 
nickel, and copper. As has already been pointed out, the fine structure of the 
X-ray photoelectron spectrum of copper successfully reproduces the energy 
position of the singular points in the density of states of copper. For ferromag­
netic nickel, the calculations of Zorn berg [216] have predicted that certain 
particular features should appear in the X-ray photoelectron spectrum at 0.4, 
1.6, and 3.2 eV, and in fact these predictions agree with the experimental data. 
For ferromagnetic cobalt, Wong et al. [217] have predicted peaks situated at 
0.5, 1.8, and 2.5 eV, and these are also found in the experiment. For manganese, 
the density of states of valence electrons calculated by Yamashita et al. [218] 
does not show any significant structure, which again is confirmed by experi­
ment. The broad peak at 6 eV in nickel is possibly due to plasma oscillations 
[186]. In approximately the same energy region, weak structures have also been 
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D I spectra of (1) manganese; (2) iron; 
18 16 14 1'2 10 8 6 4 2 0 E, eV (3) cobalt; (4) nickel; (5) copper. 

observed in the X-ray photoelectron spectra of cobalt and iron. The dotted line 
in Figure 69 connects the corresponding features observed in the spectra of 
copper, nickel, cobalt, and iron. 

Hufner et al. [219] have measured the valence band photoelectron spectra 
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of rhodium, palladium, silver, and gold (Figure 70) using an HP-5950A electron 
spectrometer with a resolution of 0.5 e V, and the KCX1, 2 line of aluminum as 
exciting radiation. The specimens were prepared as evaporated thin films, or as 
foils cleaned by argon ion bombardment. The spectra of silver and gold differ 
only slightly from the spectra shown in Figures 63 and 57. For rhodium, the 
band structure calculated by Christensen [220] is completely consistent with 
the experimental data. Also shown in Figure 70 are the spectra of iridium and 
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Figure 70. Valence band photoelectron spectra of (1) rhodium (foil, cleaned by argon 
ion bombardment); (2) rhodium (evaporated onto a substrate); (3) palladium; (4) silver; 
(5) iridium; (6) platinum; (7) gold. 
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palladium measured by Kowalczyk et al. [221] on high-purity monocrystalline 
samples. Before starting the experiment, the specimens were mechanically 
polished and then electropolished. Inside the spectrometer, the cleaning opera­
tion was continued by argon ion bombardment. During the measurements the 
vacuum level in the spectrometer chamber was 8 X 10-9 torr. From Figure 70 
it can be seen that the spectra of iridium and platinum are rather similar to the 
spectrum of gold, which demonstrates the great similarity between the energy 
band structures of these metals. 

The same group of authors have also studied the X-ray photoelectron spectra 
of the series of elements from palladium to xenon, in the energy region in which 
the 4d, Ss, and Sp electrons of these elements are localized. The X-ray photo­
electron spectra of all of these elements, excepting iodine, were measured using 
an HP-S9S0A electron spectrometer provided with a monochromatized source of 
KCXl,2 radiation of aluminum. All the samples were monocrystals of high purity 
except antimony and iodine, which were polycrystalline. The method of sample 
preparation was similar to that used in the work mentioned previously [221]. 
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Figure 71. Valence band photoelectron spectra of (1) palladium; (2) silver; (3) cadmium; 
(4) indium; (5) tin; (6) antimony; (7) tellurium. 
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The experimental resolution in all these cases, except for iodine, amounted to 
0.55 e V. Iodine was studied by using an iron-free electron spectrometer con­
structed at Berkeley. The doublet structure of the 4d levels of these elements 
is clearly seen in Figure 71. Figure 72 shows the energy distance between the 

doublet components as well as the theoretical values obtained from the data of 
Carlson et al. for free atoms [223]. The values in Figure 72 are matched so that 
for antimony the experimental and theoretical values of the splitting coincide. 

Such a matching procedure yields rather good values of the spin-orbit 
splitting for the investigated crystals. This has been confirmed, for xenon, for 
example, by the good agreement between the magnitude of spin-orbit splitting, 
determined by extrapolating the theoretical curve and its value determined 
experimentally for xenon gas [2]. This normalization lowers the value of the 
splitting for free atoms by 0.1 eV. The intensity ratio of the two components of 
the doublet is of the order of 1.3, which is consistent with the value 1.5 resulting 
from the multiplicity of 4d3/ 2 and 4d5/ 2 states. 

A lack of agreement between the theoretical and the experimental values of 
the splitting has been observed for cadmium and silver. This indicates how im­
portant it is for these metals to account for the effects related to the structure 
of energy bands. Figure 72 also shows the variation of the full-width-at-half­
maximum of the 4d line, for the series of elements investigated. This quantity 
increases for elements situated after indium, which is explained by the increase 
of the magnitude of spin-orbit interaction in these elements. For cadmium, the 
linewidth is greater than for indium, which indicates the presence of band-struc­
ture effects. 

The fine structure of 5s and Sp energy bands has been studied for cadmium, 
indium, tin, antimony, and tellurium. In the case of tin and antimony, these 

Figure 72. Splitting of 4d3/ 2 and 4ds/2 photo­
electron lines and their full width in the series 
of elements from palladium to xenon. The 
value for cadmium, indicated by _, was ob­
tained for cadmium atoms evaporated on the 
(111) surface of gold. 
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TABLE 9. Binding Energies of 4d, 5s, and 5p Electrons for Elements from Silver to Xenon 

Energy Ratio of the Ratio of the 

State splitting areas for occupation 
of4d the 5s and numbers 

Element 4d3/ 2 4ds/2 5s 5p states 5p states nsfnp 

Silver 1.6 
Cadmium 11.5 10.5 2.2 1.0 
Indium 17.6 16.7 4.1 0.7 0.9 1.8 2.0 
Tin 24.8 23.7 7.0 1.2 1.1 0.7 1.0 
Antimony 33.4 32.1 9.1 2.3 1.2 0.6 0.7 
Tellurium 41.8 40.3 11.5 4.0 1.5 0.5 0.5 

1.1 
Iodine 1.8 
Xenon 2.0 

energy bands contain two peaks, while in the case of tellurium they exhibit three 
peaks. In indium, tin, antimony, and tellurium, the band that is closest to the 
Fermi level is the 5p band, and therefore the peak in the spectrum situated at 
the greatest binding energy corresponds mainly to the 5s states. 

Figure 71 shows how the atomization of 5s electrons occurs as one pro­
gresses in the series of elements. From the data in Table 9, it follows that the 
ratio of the areas under the characteristic 5s and 5p lines is the same as the ratio 
of the occupation numbers for the free atoms with configuration 5s n 5pm. 
Figure 73 shows the position relative to the Fermi level and the width at half­
height of the 5s and 5p lines, for the series of elements investigated. For ele­
ments from cadmium to tellurium, all the energy bands are significantly broader 
than the corresponding levels in xenon. The splitting of 5p states in tellurium is 
due to the formation of energy bands, since the magnitude of the splitting 
(2.9 e V) is much greater than the spin-orbit splitting in xenon (1.3 e V). 
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Figure 73. Position of the 5s and 5p bands 
relative to the Fermi level. The vertical bars 
represent the bandwidth at half-maximum. 
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For the elements in the sixth period of the periodic system-thallium, lead, 
and bismuth-in contrast to lighter elements, the spin-orbit splitting of valence 
energy bands is of the same order of magnitude as the splitting due to the crystal 
field. The X-ray photoelectron spectra of the valence electrons in these crystals 
have been measured by Ley et al. [224] using an HP-5950A electron spectrom­
eter and the monochromatized KCXl,2 radiation of aluminum. Cleaning of the 
sample surfaces was performed by argon ion bombardment. The top of the 
valence band is mainly occupied by 6p states, while at the bottom of the valence 
band, mainly 6s states are localized. Figure 74 shows that, when passing from 
thallium to bismuth, the atomization of 6s states takes place, while the 6p states 
undergo splitting. The spin-orbit splitting at a number of high-symmetry 
points of the Brillouin zone has been calculated for these metals by Soven 
[225] , Loucks [226], and Ferriera [227] . Typical values for this splitting are 
0.3 eV for thallium, 1.4 eV for lead, and 2.0 eV for bismuth. As seen in Table 
10, the calculated values are consistent with the experimental ones. This indi­
cates that the spin-orbit interactions in the valence band lead to greater splitting 
than the crystal field. Table 10 also shows that the value of spin-orbit splitting 
of 6p states, calculated by Lu et al. [228] for the free atom of bismuth, also 
agrees well with the experimental data obtained for crystalline bismuth. 

For the elements indicated in Table 10, besides the spin-orbit splitting, 
account should also be taken of other relativistic effects, i.e., the dependence of 
mass on the velocity of light, and the Darwin correction. 

Comparison of binding energy values for the s bands in thallium, lead, and 

Figure 74. Valence band photoelectron 
spectra of( 1) thallium, (2) lead, and 
(3) bismuth. 
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TABLE 10. Binding Energies of Valence Electrons of TI, Pb, and Bi 

Parameter of the electron structure 

Binding energy of Sd3/Z electrons 
Binding energy of Sds/z electrons 
Energy splitting of S d states 
Energy splitting of S d states in free atoms 
Binding energy of 6s electrons 
Binding energy of 6p electrons 

Energy splitting of 6p states 
Energy splitting of 6 p states in free atoms 

Thallium 

14.S 
12.3 
2.2 
2.4 
4.9 
0.8 

Lead 

20.3 
17.7 
2.6 
2.8 
7.7 
2.3 
O.S 
1.8 

CHAPTER 3 

Bismuth 

26.9 
23.9 
3.0 
3.3 
9.9 
3.3 
1.2 
2.2 
2.2 

bismuth with those in indium, tin, and antimony indicates that in heavy ele­
ments the binding energy of the s electrons increases. This also is related to 
relativistic effects. 

Characteristics of the Structure of X-Ray Photoelectron 
Spectra of the Rare-Earth Metals 

The physical and chemical properties of the rare-earth elements can be ex­
plained mainly by the fact that they have an unfilled 4[ shell. Energetically, the 
4[ electrons are situated in the valence band of the crystal, but because of the 
high orbital quantum number I, the wave functions of the [electrons are rather 
localized. The basic configuration for the atoms of the rare-earth group in 
crystalline form is 4r 5dl 6s2 , with the exception of europium and ytterbium 
whose configurations are 4r 6sz and 4[14 6s z, respectively. It should be men­
tioned here that numerous attempts have been made to study the structure of 
the 4[ states of these elements by optical methods, as well as by ultraviolet 
spectroscopy. These attempts have not, however, been successful because of the 
low value of the probability of transition from the valence band to the conduc­

tion band. Hagstrom and co-workers have studied the valence band photoelectron 
spectra of ytterbium [229], neodymium, samarium, dysprosium, erbium [230], 
europium, gadolinium, lutetium, and holmium [231] . The photoelectron spectra 
of the rare-earth metals were measured in a vacuum of 10-7 torr, using an 
electron spectrometer similar to that described by Siegbahn et al. [1]. The 
samples were prepared by evaporation in situ. As excitation radiation, the KCXl 2 

line of aluminum was used. Formation of oxide layers on the sample surface w'as 
already detected 5-10 min after evaporation. Therefore, during the experiment, 
a series of repeated evaporations was performed. Because of these circumstances, 
the data obtained from the analysis of the above-mentioned experiments [229-
231] offer only a general representation of the energy localization of 4[ elec­
trons in the valence band of rare-earth metals. 
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Figure 75. Valence band photoelectron 
spectra of (1) europium and (2) barium. 
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Broden et aZ. [232] have shown that the valence band photoelectron spectra 
of barium and europium at an excitation energy of 7.7 e V are very similar to 
each other (see Figure 75), which means that at this value of the excitation 
energy, the 4[ electrons have a low photoionization cross section. The photo­
ionization cross section of [, d, and s electrons have a different dependence on 
the energy of the exciting photons. In the case of atoms of the rare-earth ele­
ments, the photo ionization cross section for different subshells increases with 
increasing aximuthal quantum number Z [232]. Therefore, the principal features 
in the structure of X-ray photoelectron spectra of rare-earth metals are due to 
the excitation of 4[ electrons. Figure 75 shows also the valence band photoelec­
tron spectrum of barium, in which the outer sub shell of the free atom is charac­
terized by the configuration 6s2 , and also the spectrum of europium, this ele­
ment being characterized by the configuration 4r 6s2 • The X-ray photoelectron 
spectrum of barium up to about 15 e V does not exhibit any clear structure 
related to the s states. The maximum at about 15 e V corresponds to the excita­
tion of 5p electrons. In the spectrum of europium, a clear maximum is observed 
at a binding energy of about 2.1 e V, corresponding to the 4[ electrons. The 
X-ray photoelectron spectra of the metals with completely filled or half-filled 
4[ shells, such as europium, gadolinium, ytterbium, and lutetium, have a rather 
simple structure. 

A number of rare-earth metals have been studied under ultrahigh vacuum 
(5 X 10-12 torr) using the AEI-100 photoelectron spectrometer. The samples 
were prepared by evaporation onto a quartz substrate, at a pressure of the 
order of 10-10 torr. The valence band photoelectron spectra of terbium, 
holmium, thullium, and ytterbium were measured with a resolution of about 
0.8 eV, using the KCX1,2 line of magnesium as excitation source. In the case of 
samarium, dysprosium, and erbium, a resolution of 0.3 e V was achieved using 
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Figure 76. Valence band photoelectron spectra of samarium, according to the data from 
[230J (-. -) and [233J (-). 
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theKa l ,2 line of aluminum, a rotating anode, and a monochromator with a 
spherically bent quartz crystal. The photoelectron spectra of samarium measured 
by Heden et al. [230] and by Baer and Busch [233], illustrated in Figure 76, 
are chosen as an example to show how drastically the photoelectron spectra of 
rare-earth metals are affected by the resolution of electron spectrometers and by 
the quality of vacuum. The spectrum measured in better experimental condi­
tions is characterized by a fine structure that reflects the multiplet structure 
caused by electron emission from the incompletely filled 4r shell. 

Figures 77 and 78 show the valence band photoelectron spectra of the rare­
earth metals measured by Baer and Busch [233] . Cox et al. [235] have cal­
culated the intensity of photoelectrons emitted from the 4r shell, for different 
final states of the 4r-1 shell. In these calculations it was assumed that the 
intensity of photoelectron lines is proportional to the square of the fractional 
parentage coefficient. The calculated data reproduce well the observed values of 
the intensities of electron transitions from the 4r shell to the free states, and 

Figure 78: Valence band photoelectron 
spectra of (a) erbium; (2) thulium; 
(3) ytterbium. 
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also the splitting energy of the multiplet states. McFeely et aZ. [236] have shown 
that the energy split of final states in the far-ultraviolet absorption spectra is 
8-13% lower than the value observed in X-ray photoelectron spectroscopy. This 
discrepancy is explained as being caused by a stronger intra-atomic potential due 
to the additional positive charge felt by the electrons in the photoemission 
fmal state. 

The valence band in rare-earth metals is made up of the hybridized 6s and 
5d states. In the vicinity of the Fermi level, the partial density of d states is 
significantly higher than the partial density of s states. In the study of valence 
band photoelectron spectra, it is important to use monochromatized radiation. 
Otherwise, the high-energy satellites corresponding to transitions from the 4r 
shell will hinder appreciably the observation of the structure of electron spectra 
near the Fermi level. Figure 79 illustrates the electron density of states near the 
Fermi level, calculated by Keeton and Loucks [237] taking into account the 
distortion introduced by the instrument. The figure also shows the correspond­
ing X-ray photoelectron spectra. Correct determination of the energy position of 
the 6s and 5d valence band is difficult because of the background of electron 
inelastic scattering and because of the tails of 4/ photoelectron lines. As can be 
seen from Figure 79, the photoelectron spectra reproduce only the most signifi­
cant changes in the electron density of states on passing from gadolinium to 
erbium. 

Fuggle et aZ. [238] have measured the valence band photoelectron spectra of 
uranium and thorium by using an ESCA-3 electron spectrometer equipped with 
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Figure 79. Valence band photoelectron 
spectra (- .. ) and the density of states 
(--) of (1) gadolinium, (2) dysprosium, 
(3) erbium. 
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Figure 80. Valence band photoelectron 
spectra of (1) uranium; (2) uranium ox­
ide; (3) thorium; (4) thorium oxide. 
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a magnesium K 0:1 2 radiation source. The specimens were prepared by evapora­
tion inside a special sample preparation chamber, at a pressure of 10-8 torr. 
During the measurements, the pressure in the analyzer was lower than 5 X 10-9 

torr. It should be pointed out that the uranium and thorium specimens had an 
exceptionally high oxidation reactivity. Figure 80 shows the spectra of uranium 
and thorium in pure metallic state and in oxidized state. The oxidation process 
was performed at a pressure of 10-3 torr. The spectrum of thorium exhibits a 
maximum on the side of higher binding energies, which is due to plasma energy 
losses. 

Influence of Transition Probability on the Shape of X-Ray 
Photoelectron Spectra of Alloys of Transition Metals 

Electron spectroscopy has made it possible to show experimentally that, in 
the disordered binary alloys of the transition and noble metals, the d states of 
both of the components are strongly localized. This circumstance can result in 
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different values of the excitation probability for the d electrons of the different 
types of atoms in the alloy and consequently to an energy distribution of photo­
electrons that differs from the density-of-states distribution. Unfortunately, the 
theoretical investigation of this problem involves great difficulties with regard to 
the description of electron states in disordered alloys. This is due principally to 
the absence in these systems of a periodic potential. Nemoshkalenko and Aleshin 
[239] have calculated the X-ray photoelectron spectra of binary alloys by using 
the two-band model proposed by Schwartz et al. [240] and by Brouers and 
Vedyaev [241] . For a binary alloy with composition Ax B I-x, the Hamiltonian 
is given by the following expression: 

H = ~ Es (k) 1 ks) (ks 1 + ~ 8d (k) 1 kd) (kd \ + ~ 8~ 1 nd) (nd 1+ 
k k n 

+ ~ y II ks) (kd 1 + I kd) (ks I»), 
k 

where Es(k) and Ed(k) are the kinetic energies of sand d electrons; E~ is the 
energy of the resonance d levels, which can take one of the two values E1 and 
E~ depending on which atom is situated at the node n; 'Y is a constant that deter­
mines the magnitude of s-d hybridization. 

In order to describe ~he energy distribution of photoelectrons, use is made 
of the Green's function G = (G) averaged over all the atomic configurations in 
the alloy. This Green's function has the following expression in the Iks), Ikd ) 

represen tation: 

G -- s - (Z - E (k) _ Y )-1 
- -"I Z-8d(k)-~d(Z) 

Here, ~ d (z) is the operator of the eigenenergy. A self-consistent choice of this 
operator may be made by using the method of coherent potential. In this case, 
according to Brouers and Vedyaev [241], the eigenenergy operator satisfies the 
following equation: 

where 

Id (z) = ed - (8: - ~d (z)) F dd (z, ~d (z)) (8~ - ~d (z)), (112) 

- A B 
8d = X8d + (l-X)8d, 

Fdd (z, ~d (z)) = (~:)3 r d3k {Z-]d (z) - 8d (k) - "12 [z - Es (k)]-l)-'. 

It can be shown that the relatio.!! between the energy distribution of photoelec­
trons and the Green's function G is analogous to the relation between the 
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Green's function and the intensity distribution of radiation in X-ray emission 
spectra [242] : 

161 

I (w, E) '" ~ 1m (k + Q I W+OW Ik + Q). {I 13) 
k,Q 

In this expression, W represents the operator describing the interaction of the 
electron with the electromagnetic radiation: 

W = i_e_ A· V; G = G(w- Ek+Q + ill), 
me 

where Ek+Q is the energy of an electron having momentum k + Q situated in the 
conduction band of the alloy. In the study of X-ray photoernission processes, it 
is convenient to assume that the states of the excited photoelectrons can be 
described by plane waves: 

(r I k + Q) = I exp i (k + Q) . r. V NQo 

The summation in formula {I 13) is performed over all the vectors k and Q that 
give rise to the same value of the energy of the emitted electron: 

(114) 

We will not consider here the processes that accompany the exit of electrons 
from the specimen. We will assume that these processes do not appreciably 
affect the energy distribution of photoelectrons. Use of the dipole approxima­
tion for describing the processes of electron excitation by X-ray quanta is justi­
fied up to high values of photon excitation energies, of the order of 1500 eV, 
since the wave functions of electrons in crystals (and especially the wave func­
tions of d electrons) have a great amplitude only in a limited region of the 
elementary cell of the crystal, namely, the region in which q' r < 1 (q is the 
wave vector of the X rays). 

Let us transform formula (113) by introducing the Wannier functions 'PRI 

(R is the radius vector of the node in which the Wannier function is centered, 
and I denotes the type of state). From the strong localization of the Wannier 
functions in the elementary cell of the crystal, the following is obtained: 

I (w, E) '" rm ! ~ (k + Q I RIll) (RIll I G I R212 ) X 
k, Q RI'R"I.,I, 

(115) 
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We will now transform this expression further, by assuming that the Wannier 
functions 'PRJ are given approximately by the expression 'PRl ~ 'Pl(r - R). In this 
case, the following relation is valid: 

(k + Q 1 Rl) = exp [- i (k + Q) . RJ (k + Q I 01), (116) 

By using the Fourier expansion of the Green's function 

(RIll 1 G I R2l2 ) = *-1: G/,/, (k) exp ik . (R t - R2) 

k 

and the expression (116), the following expression for /(w, E) is obtained: 

I (w, E) ~ ~ 1m ~ (Ol21 k + Q) (k + Q) ott) G/,l, (k) (A, (k + Q))2, 
k,Q 1,/, 

Because of the high energy of the X-ray quanta, the summation in this expres­
sion may be performed over all the vectors k in the Brillouin zone, since it is 
always possible to find vectors Q of the reciprocal lattice that satisfy the relation 
(114). The number of these vectors is proportional to Q2. By taking into 
account that 

one obtains 

I (w, E) - E 3
/, ~ (Ol21 P) (P lOll) (Olll G I Ol2) cos2 e, 

/,/, 

where e is the angle between the vectors A and P. After averaging over these 
angles, taking into account that the crystal has one s band and one degenerate 
d band (its degree of degeneracy is 5), and assuming that the angular dependence 
of Wannier functions is the same as for atomic functions, then for crystal 
samples the following expression is obtained: 

Here 

5 -
Pd (E) = - n 1m (Od I G I Od) 
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and 

I -
Ps(E) =--Im(Os\G\Os) n 

represent the d and s components of the density of states of valence electrons; 

psd (E) = - + 1m (Os I G I Od), 

and the radial factors of the transition probability have the following expressions: 

Pd(E) = ~ fJ'Rd(r)i2(VEr)r2drf, 

Ps(E) = ; rf Rs(r)joVEr)r2drf, 

Psd(E) = 3~5 [J' Rdi2r2drll~ Rsior2dr ], 

where Rs and Rd represent the radial parts of the Wannier functions, andi2 and 
io represent the spherical Bessel functions. 

The density of states Pd and Ps and the magnitude of Psd may be determined 
by the following formulas: 

Pd (z = E + iO) = 

= - - _0_ 1m d3k -;----;:;--;;"7:""':-----''-;i-;-':--;;-;--c:----.-
5 Q I z-Edk) 
n (2n)3 (z - Es (k» (z - Ed (k) - Ld) _ y2 , 

Ps (z = E + iO) = 
I Q ~ z - Ed (k) - ~d 

= - - __ 0 _ 1m d3k -;---~c;_.,.,_...,--------;-;--,---""~""'C"--_;;_ 
n (2n)3 (z - Es (k)) (z - Ed (k) - ~d) - y2 , 

(118) 

Psd (Z = E + iO) = 

= - _1-~ 1m r d3k y 
n (2n)3 J (z - Es (k)) (z - Bd (k) - ~d) - 1,2 

Nemoshkalenko and Aleshin [239] have studied a model equiatomic alloy 
Ao.sBo.s characterized by the following parameters: the width of the s band 
2ws = 1.11 Ry, the hybridization constant r = 0.0571, EsCk) = EsCk)-0.278, 
Ed (k) = 0.167Es(k), the distance 5 between the d resonances undergoing scatter­
ing,5 = 0.14 Ry. The eigenenergy Ld(Z) was determined self-consistently from 
equation (112). The obtained Ld (z) value was used for the determination of 
Pd(E), Ps(E), and psd(E) from formulas (118). Because of the model character 
of the problem, it was meaningless to perform an accurate calculation of Ps(E) 
and P d (E). Since at high excitation energies these functions exhibit a weak 
energy dependence, we have assumed that the ratio J Rdhr2 dr/J Rsior2 dr is 
equal to 1. If this ratio were to differ from 1 by a factor of several units, then an 
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unrealistically high or low ratio between the contributions of d and s electrons in 
the X-ray photoelectron spectrum would be obtained. The results of these cal­
culations are shown in Figure 81 for the two values 11 = 31 and ''12 = 1. This 
figure shows clearly that the magnitude of the hybridization constant determines 
in a significant degree the shape of X-ray photoelectron spectrum. The third 
term in formula (117) is of comparable magnitude to the second term, which 
causes some deformation of the shape of the band. Particularly large defor­
mations occur for the alloy with hybridization constant 11. Therefore, in the 
study of Ax B 1-x alloy systems, it cannot in general be considered that the mag­
nitude of the ordinate values, taken at the Fermi energy, is proportional to the 
density of the corresponding electron states. This conclusion is also valid for 
pure metals, since in this case, in formula (117), d = €~. The model described 
above is of limited validity because one of the most important assumptions was 
the equality of Wannier functions centered at different nodes in the alloy. Thus 
the model is more likely to be valid for alloys in which the atoms A and B have 
similar scattering properties. 

Consideration of the difference in excitation probability for atoms of dif­
ferent types in disordered alloys is a difficult problem. However, some informa-
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Figure 81. Structure of the valence band photoelectron spectrum of the alloy Ao.sBo.s, 
with hybridization constants: 'Y1 = 3'Y(a) and 'Y2 = 'Y(b): (--) photoelectron spectrum of 
valence electrons; (- ... ) d-electron contribution to the photoelectron spectrum; (- - -) 
s electron contribution to the photoelectron spectrum; (_._._) sod term contribution to 
the photoelectron spectrum. 
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tion about the influence of transition probability on the shape of X-ray photo­
electron spectra of alloys may be obtained by comparing experimental data 
with the theoretically calculated electron density of states. Stocks et al. [206, 
207] and Nemoshkalenko et al. [243-245] have calculated the density of 
electronic states in the valence bands of the disordered alloys nickel-copper, 
palladium-silver, copper-palladium, and manganese-copper by using the two­
band model of alloys proposed by Kirkpatrick [246] . This model allows for 
the existence in the valence band of alloys of states of t2g- and eg-symmetry 
type. It also takes into account a more correct hybridization of states of the 
SO, Po, and d-symmetry type, than that considered by Schwartz et al. [240] and 
by Brouers and Vedyaev [241] . 

The Hamiltonian of the alloy may be written in matrix form as 

H = W + D = ( Wss' tf1sd .) + ( 0 . 0 0 ,). 
WEE WET DEE 

Wds 0 
. W TE W TT : 0 DTT 

(I 19) 

The different blocks in the Hamiltonian are labeled by the index S for the 
S states, d for the d states, and E and T for the states of the eg - and t2g-sym­
metry type. The basis functions used in the representation of the Hamiltonian 
by formula (119) are not invariant under translation operations, since the 
orbitals centered at different sites of the lattice may be different from each 
other. However, approximately, it may be considered that the matrix elements 
of the operator Ware translation invariant and configuration independent. The 
block D of the Hamiltonian (119) is also not translation invariant. The total 
dd block of the Hamiltonian may be written as follows: 

where 1J1ll> represents the d orbital centered at the nth site. For Jl = 1,2, 3, 
the orbital at the nth site is characterized by a symmetry of the t 2g type, 
whereas for Jl = 4, 5, it is characterized by a symmetry of the eg type. If the 
nth site is occupied by an atom A, then the orbital IJln> is chosen as the orbital 
of the atom A. If instead the nth site is occupied by an atom B, then the orbital 
1J1ll> is taken as the orbital of the atom B. The nondiagonal elements tp.n,p.'n' in 
formula (120) are translation invariant. The configuration-averaged Green's 
function (G) may be written as 

(G) = «z- W _D)-I) = --'--, , z-W-) -
(121) 
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and 

P (E) = - n~ 1m Sp (G (E + i6). 

By making use of the projection operators for the space of functions with So, 

t 2g-, and eg-symmetry type, it follows that the density of states peE) may be 
expressed as a sum: 

P = Ps + Pt2g + Peg. 

where 

1 
Ps = - nN 1m [Sp (1 - P) (G)1. 

I 
Pt2g = - nN 1m [SpPr (G)]. 

I 
Peg = - nN 1m [SpPE (G)]. 

Pe and Pt2 satisfy the sum rule g g 

~. dEPeg (E) = 2. 

~ dEpt2g (E) = 3. 

The eigenenergy ~ entering into formula (121) may be written as 

where Pn = P nE + PnT represents the operator of projection to the space of the 
states which characterize the node n. Then 

where ~ET' FE, and FT represent scalars determined by the equations 
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in which FE and FT are functions of ~E and ~T' Making the approximation 

/),E = ~E - e~ = 0, /),r = ~r - e~ = O. 

then for the alloy with high content of the A component the following is 
obtained: 

FE (z) = F~ (z - ~E + e~), 
Fr(z) = F~(z- ~1 + eh 

where F~ and F4 are characteristic for the pure A component. In integral 
representation, these functions are given by 

A 1 \ P: (~) 
Fr = :3 J -z....::._--::-~-ds. 

Then 

PE(E) = -~ 1m FdE + iO), n 

pr (E) = - 2- 1m Fr (E + iO). 
n 
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The local density of states p~ , p4, p~, p¥ with eg- and t 2g-symmetry type may 
also be determined. Thus 

A 1 A 
fJE = - nN Im SpPEG(£ + iO). 

pA and pB may be expressed as follows: 

pA = p~ + P:, pB = p~ + pf, 

P E = p~ + p~, Pr = P: + Pf. 

The main parameter that determines the density of states peE) of the alloy is 
oj.! = €~ - €!. It gives the energy distance between the centers of gravity of 
the d states in the alloy. For this reason, the study of alloys with different 0 j.! 
is of particular interest. 

Binary Alloys of Neighboring Elements of the Same Period 

Nickel-Copper Alloys. As can be seen from Figure 82, copper is charac­
terized by a smaller density of states at the Fermi level than nickel. In nickel-
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Figure 82. Valence band photoelectron spectra of 
nickel, copper and their alloys [247]: (a) copper; 
(b) Ni13CUS7; (c) Ni23CU77; (d) Ni3sCu 62; 
(e) Ni61 Cu 39; (fJ Nis9CuU; (g) nickel;( .. -) 
theoretical curves [206}. 
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copper alloys, the density of states at the Fermi level increases when the concen­
tration of nickel in the alloy increases [247]. In these alloy systems, the position 
of the d states of nickel and copper remains practically unchanged upon the 
formation of the alloy. Studies of the X-ray emission M spectra of nickel and 
copper in nickel-copper alloys [248] have revealed that these spectra also 
preserve the shape characteristic of the pure elements. As in the case of X-ray 
photoelectron spectra, the M emission spectra mainly reflect the energy distribu­
tion of d electrons, although they are the result of transitions from s- and d- to 
3p-type states. A similar distribution for electron of s-type symmetry cannot be 
revealed for a number of reasons, namely: their low number, the broad energy 
extension of their distribution, the high-energy satellites of the M bands and also 
the very high density of electrons of d-type symmetry. The X-ray photoelectron 
spectra of nickel-copper alloys have also been studied by HUfner et al. [249], 
but at a different concentration of the components. 

The X-ray photoelectron spectra of nickel-copper alloys have been measured 
at those nickel concentrations for which Stocks et al. [206] calculated the 
density of valence band electron states using the coherent potential method. In 
these calculations, the following assumptions were made: (a) the two-band 
model was assumed to be valid, allowing for the presence of only sand d elec­
trons; (b) a common s band was supposed to exist in the crystal; ( c) translation 
invariance was assumed; and (d) the nondiagonal elements of the Hamiltonian 
were assumed to be independent of concentration. The calculated density-of­
states curves of the alloys, corrected by taking account of instrumental distor­
tion, have been compared with the X-ray photoelectron spectra (see Figure 82). 
The theoretical results illustrated in this figure are consistent with the experi­
mental data with respect to the shape and the width of bands and also the 
number of observed structures. The salient feature of the spectra obtained for 
the alloys is the occurrence of d resonances characteristic for the pure elements. 

Hufner et al. [249] have suggested that the X-ray photoelectron spectra of 
valence bands in alloys, because of their simplicity, may be obtained simply by 
superposition of the spectra corresponding to the pure components. The data 
of Stocks et al. [206] show, however, that this procedure is not justified. The 
authors of the work mentioned above also calculated the local density of states 
of nickel and copper. It was found that it is significantly different from the total 
density of electronic states in the valence band of the alloy. It can be stated that 
the main contribution to the density of electronic states of these alloys in the 
region situated at about 2-eV distance from the Fermi level is given by the d 
states of nickel, whereas at a greater distance, the total density of electronic 
states is mainly determined by the local density of the d states of copper. 

It should be noted that the local density of d states in nickel and copper in 
alloys is essentially different from that of pure nickel and pure copper. The 
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Figure 83. Valence band photoelectron spectra a/nickel, 
copper and their alloys {l93]: (1) copper; (2) Ni1OCu90; 
(3) Nis3 Cu 47; (4) nickel. 

increased resolving power of X-ray photoelectron spectroscopy makes it possible 
to distinguish the difference between the valence band density of states in 
nickel-copper alloys and the simple superposition of the density of states corre­
sponding to the individual components. Thus HUfner et al. [193] have used an 
instrument with high resolution (0.6 eV) to measure the X-ray photoelectron 
spectra of the valence bands in pure nickel, pure copper and a number of nickel­
copper alloys (Figure 83). The X-ray photoelectron spectrum of the NilOCU90 
alloy clearly shows a maximum corresponding to the d resonances of copper, 
but in the spectrum of the Ni 13 CuS7 alloy no maximum is observed in this 
energy region (see Figure 82b). In Figure 83 it can be seen that the detailed 
structure characteristic of pure copper is less evident in the spectrum of alloys 
and becomes already unobservable in the spectrum of Nis3 CU47 alloy. Figure 84 
shows the energy position of the maxima corresponding to the d states of nickel 
and copper in nickel-copper alloys, according to the data of Hufner et al. [193]. 
These authors also showed that the band structure in the region where the reso­
nance d states of nickel in the NiiOCU90 alloy are localized may be described by 
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Figure 84. Energy position of the maxima in the valence 
band photoelectron spectra of nickel-copper (Cu l_xNi x) 
alloys:D-copper, /:'-nickel. 

the formula 

where Ll = 0.35 eV and Ed = 0.8 eV. 
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For nickel-copper alloy systems, the binding energies of the core electrons 
have also been measured. It was found [247] that the binding energies of the 
2P3/2, 3S 1/ 2 , and 3Pl/2 electrons of nickel, and the 2Pl/2, 3S 1/ 2 , and 3Pl/2 
electrons of copper are practically the same in the alloys as in the pure elements. 
The observed shifts do not, as a rule, exceed 0.3 eV, which means that the cor­
responding charge transfer cannot be large. The absence of a significant charge 
transfer between the components of nickel-copper alloys is consistent with the 
results obtained from the measurement of Mossbauer isomer shifts by Love 
et al. [250]. These data indicate that the electron density at the site of the 
nickel atoms does not depend on the concentration of copper in the alloys. The 
calculations of Stocks et al. [206] have also shown that, in nickel-copper alloys, 
the charge density of the d electrons of nickel and copper atoms in the alloy 
does not undergo any change. It is to be noted that in the coherent·potential 
method, the parameter 0 is used, which, on the assumption that the alloy has a 
common s band, determines the energy distance between the scattering d reso· 
nances. Stocks et al. [206] used in their calculations the value 0 = 1.8 e V, while 
the value determined experimentally is 0 = 2.2 eV. Use of this experimental 
value in the calculations would result in an improvement of the agreement 
between theory and experiment. 

Palladium-Silver Alloys. The X·ray photoelectron spectra of valence elec· 
trons in palladium-silver alloys and of the corresponding pure elements, as mea-
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Figure 85. Valence band photoelectron 
spectra and the density of states in silver­
rich palladium-silver alloys [212J: (--) 
photoelectron spectra; (--) density of 
states; ( ... ) local density of states of 
silver; (---) local density of states of 
palladium; a-silver; b-AgS6.2Pd13.S; 
c-Ag7S .4 Pd24.6; d-Ags9.SPd40.2· 

sured by Nemoshkalenko etal. [212], are shown in Figures 85 and 86.t The top 
of the d band of silver is situated 4 eV under the Fermi level, whereas palladium 
exhibits a high density of states at the Fermi level and the position of its Fermi 
level does not correspond to the midpoint of the low-energy branch of the 
spectrum. It should be pOinted out that in some experimental works [186,251], 
the calibration of X-ray photoelectron spectra has been made on the assumption 
that the Fermi level of palladium corresponds exactly to the midpoint of the 
low-energy part of the spectrum. This assumption is not justified either by ex-

tEditors' note: This alloy system, as well as others discussed below, was first investigated 
with UV-photoelectron spectroscopy. For Ag-Pd, see, e.g., C. Norris and P. O. Nilsson, 
Solid State Commun. 6,649 (1968) and C. Norris and H. P. Myers,1. Phys. F 1, 62 (1971). 
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Figure 86. Valence band photoelectron spectra 
and the density of states in palladium-rich pal­
ladium-silver alloys [212J: (--) photoelec­
tron spectra; (--) density of states; (- ... ) 
local density of states of silver; (- - -) local 
density of states of palladium; (a) palladium; 
(b) Pd7o Ag30; (c) PdS7.4Ag42.6. 0.5 
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periment or by the existing theoretical calculations of the density of states in the 
valence band of palladium made by Mueller et al. r2521. These calculations were 
performed by the relativistic augmented plane-waves method, with 106 k points 
in the Brillouin zone. 

Nemoshkalenko et al. [244] have calculated the distribution of d states in 
the valence band of palladium-silver alloys. As a measure of the density of the 
d states of the pure components, the intensity distributions of the X-ray photo­
electron spectra of palladium and silver, measured earlier by the same research 
group, were taken [212]. It has been pointed out earlier that the intensity dis­
tributions in the X-ray photoelectron spectra of both palladium and silver differ 
from the corresponding distributions of the density of electronic states. How­
ever, to a first approximation, it can be considered that these differences are not 
too great. 

The palladium-silver alloy system, like the system nickel-copper, is suited to 
a calculation of the density of electronic states by the coherent-potential 
method since these elements are neighbors in the periodic system. Therefore, 
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the non diagonal matrix elements of the block d-d of the Hamiltonian can 
approximately be considered as being translation invariant. Some contribution 
to the valence band density of states of pure palladium and silver comes also 
from the density of s electrons, but the magnitude of this density is much lower 
than the density of d electrons. In the determination of the density of states of 
palladium-silver alloys, the experimental value 0 = 0.18 Ry was used. The calcu­
lated density of states of valence band electrons in these alloys are also included 
in Figures 85 and 86. In the calculation of the density of states for alloys with a 
high-percentage silver content, the density of states of pure silver was used, 
whereas for the alloys with high palladium content, use was made of the density 
of states of pure palladium. 

As Figures 85 and 86 show, the calculated density of states allows a descrip­
tion of effects related to alloying. First, it is to be noted that in the alloys con­
taining 13.8 and 24.6% palladium, the valence states corresponding to palla­
dium appear in the density-of-states curve of the alloys as a structureless 
enhancement situated between the maximum corresponding to the d states of 
silver and the Fermi leve1. The density of states of the palladium component in 
the alloys has a Lorentzian shape. The density of states of pure silver exhibits 
two maxima; with increasing concentration of palladium, the structure of this 
part becomes more and more smeared out. At high palladium concentrations, 
the part of the band corresponding to the valence states of silver becomes 
structureless. The Fermi level in alloys is determined on the assumption that the 
valence band of silver contains 10 d electrons, and that of palladium contains 9 
d electrons. An alternative choice of the occupation numbers is also possible, for 
example, 9.5 d electrons for both silver and palladium, that would not result in 
a significant change of the position of the Fermi level in alloys. 

The density of states of palladium-silver alloys calculated by Stocks et al. 
[207] using the coherent-potential method is consistent with the data in Figures 
85 and 86. These figures show a qualitative agreement between the structure of 
the calculated density of states and the shape of the energy distribution of photo­
electrons. With increasing palladium concentration there occurs a significant 
change of the energy distance between the maxima in that part of the spectrum 
corresponding to pure silver. Thus, in pure silver, the energy separation between 
these maxima is 1.6 eV, but in the alloy containing 70% palladium, it is 0.9 eV. 
The magnitude of spin-orbit splitting in pure silver is relatively low, and there­
fore the two maxima in the density of states of pure silver can be attributed 
mainly to the particularities of the structure of the d bands rather than to the 
spin-orbit splitting of the d states. A large change of the energy separation be­
tween the maxima characteristic for pure silver has also been observed by Fuggle 
et al. [57] in the study of silver-aluminum alloys. Our experiments [212] have 
also confirmed the presence of a flat maximum in the energy region character­
istic for pure palladium in alloys with 70% and 57.4% palladium content and its 



METALS AND ALLOYS 175 

absence at lower palladium concentrations. However, the intensity ratio of the 
maxima associated with silver and palladium obtained from the density-of-states 
curves of the alloy differs from that measured on energy distribution of valence 
band photoelectrons. Comparison of the experimental curves of the valence 
electron distribution with the theoretical curves of the valence electron density 
of states indicates that the photoionization cross section of the d electrons of 
silver in alloys is approximately 1.5 times greater than that of the d electrons of 
palladium. Comparison of the electron density of states of alloys with the local 
density of states confirms that the structure of the density of states in the 
energy region characteristic for pure silver is determined mainly by the local 
density of states of silver, and similarly, the structure of the density of states in 
the energy region characteristic for palladium is determined by the local density 
of states of palladium. This explains why the shape of the energy distribution of 
photoelectrons in different regions of the spectrum is determined mainly by the 
local density of electronic states of silver and palladium. 

Table 11 shows the values of the core-level binding energies of pure atomic 
palladium and silver and of palladium-silver alloys. It can be seen from this table 
that the binding energies of the core electrons of palladium in alloys coincide 
with those of pure palladium, to within 0.1 eV, but for silver, the values of 
core-level binding energies differ by up to 1.0 e V. That the core-level binding 
energies of silver in alloys are lower than in pure silver indicates that, in the 
alloys, silver is an electron acceptor. This is consistent with the enhancement of 
electron density at the site of silver atoms. At first sight this contradicts the 
generally accepted representation of the charge transfer, i.e., from the silver 
atoms to the palladium atoms, resulting in the occupation of 0.5 holes in the 
d shell of palladium. It should be realized, however, that the concept of charge 
transfer between the atoms of the components of the alloy is valid only if the 
entire electron density is localized at the atomic sites of the components of the 
alloy. It is well known, however, that part of the electron density is concen­
trated in the crystal lattice between the atoms of the components of the alloy, 

TABLE 11. Values of Core-Electron Binding Energies of Pd and Ag Atoms in Pd-Ag Alloys 

Level 

Sample 3Pl/2 3d3/ 2 3ds/2 3Pl/2 3d3/2 3ds/2 

Pd 559.7 340.2 334.9 
Pd70Ag3o 559.7 340.1 334.8 602.9 373.1 367.1 

PdS7.4A~2.6 559.8 340.1 334.8 603.2 373.5 367.5 
Pd40.2 AgS9.8 559.5 340.1 334.8 603.2 373.6 367.6 

Pd24.6Ag7S.4 560.0 340.1 334.8 603.5 373.7 367.7 

Pd13.8Ag86.2 340.1 334.8 603.6 373.8 367.8 
Ag 603.8 374.1 368.1 
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and a change of this charge density does not directly affect the magnitude of the 
shifts of atomic core levels. Consequently, the measured shifts may only indicate 
an enhancement of the electron density in the vicinity of silver atoms and its 
stability near palladium atoms. The case when the observed shifts indicate an 
increase of the electron density in the vicinity of the atoms of both components 
of the alloy is also possible. In such alloys, the electron density in the inter­
mediate region between the atoms will probably decrease. As we will see later 
on, such a situation is encountered in the case of copper-gold alloys. 

The study of the X-ray emission spectra of the components of palladium­
silver alloys [4] has shown that the mechanism of the change of their electronic 
structure is much more complicated than for a simple donor-acceptor inter­
action. On one hand, this agrees well with the X-ray photoelectron spectra and 
the shifts of core levels discussed in the present monograph. On the other hand, 
it explains completely satisfactorily the magnetic behavior of these alloys. 

The X-ray photoelectron spectra of palladium-silver alloys have also been 
studied by Hedman et al. (the system Pd29 Ag 71 ) [251] and by Hiifner et al. 
[253, 193] using an HP-5950A electron spectrometer. Figures 87 and 88 illus-
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Figure 87. Valence band photoelectron spectra and the 
density of states in silver-rich palladium-silver alloys 
[187/: (a) silver; (2) PdsAg9s; (3) Pd2s Ag7s ; 
(4) Pd3s Ag6s. 
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Figure 88. Valence band photoelectron spectra and the 
density of states in pal/adium-rich palladium-silver 
alloys: (1) palladium; (2) Pd90Ag\O; (3) Pd 7s Ag2s ; 

(4) Pd6o Ag4o, 
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trate more clearly than Figures 85 and 86 the change of the fine-structure char­
acteristic for silver and palladium in the alloy. The energy position of the 
maxima in the spectra, corresponding to the d electron states of palladium and 
silver in the alloys, is practically constant, while their width changes appreciably 
with composition. Figure 89 illustrates the change of width of the characteristic 
peaks of palladium and silver as a function of the concentration in the alloys. 

Platinum-Gold Alloys. The X-ray photoelectron spectra of platinum-gold 
alloys are shown in Figure 90. The val~nce bands of pure platinum and pure gold 
exhibit a strong overlap in energy. In the calculation of the valence band density 
of states of both gold and platinum, it is very important to take into account the 
relativistic effects. To illustrate the significance of the relativistic effects, it is 
enough to point out that if these effects are neglected, then the calculated 
density of states of gold will exhibit a maximum [196] in that energy region in 
which the X-ray photoelectron spectrum exhibits a minimum situated between 
two maxima. The necessity to include relativistic effects makes the calculation 
of the valence band density of states of alloys containing gold extremely diffi­
cult. Therefore, experiment is as yet the only source of information about the 
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Figure 89. Energy width of the d bands of palladium 
and silver in palladium-silver (PdxAg1-x) alloys: 
(1) silver; (2) palladium. 

density of electronic states in the valence bands of disordered binary alloys of 
heavy elements. 

From the experimental data illustrated in Figure 90, it can be seen that in 
the valence bands of platinum-gold alloys the characteristics of gold appear 
more prominent. As in the case of palladium, the position of the Fermi level 

-' 

10 5 

Figure 90. Valence band photoelectron spectra of 
platinum, gold, and their alloys: (1) platinum; 

a E, eV (2) Pt60Au40; (3) Pt20AuSO; (4) gold. 
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TABLE 12. Values of Core-Electron Binding Energies of Pt and Au Atoms in Pt-Au Alloys 

Level 

Sample 4ds/2 4[S/2 4[7/2 4ds/2 4[S/2 4[7/2 

Pt 314.5 74.4 71.0 
Pt60Au40 314.1 74.0 70.6 334.5 87.2 83.5 
Pt2oAuso 314.0 74.0 70.6 335.0 87.7 84.0 
Au 335.1 87.5 83.8 

does not coincide with the position of the midpoint of the low-energy part of 
the X-ray photoelectron spectrum. With increasing gold content, the density of 
states at the Fermi level decreases, while the maximum in the density of d states 
of platinum, which is situated 1 e V below the Fermi level, is shifted approx­
imately 2 e V toward the bottom of the valence band. In the alloy Pt60 / AU40, a 
small enhancement is observed on the low-energy part of the electron spectrum, 
caused by the contribution of the d electrons of platinum. It should be noted 
that even in the alloy with 80% gold, the high-energy maximum does not coin­
cide with the corresponding maximum in the electron spectrum of gold. 

The values of core-level binding energies of the component elements of 
platinum-gold alloys are given in Table 12, based on the data from the work of 

Nemoshkalenko et al. [254] . The binding energies of the 4d 5/2, 4/5/2, and 
4/7/2 core electrons of platinum diminish somewhat (by up to 0.4 eV) upon the 
formation of disordered binary alloys. The analogous energies for gold remain 
almost unchanged, although the scatter of the data for the given alloys is some­
what higher than usual. 

Alloys of Elements from Different Periods 

Copper-Palladium Alloys. Nemoshkalenko et al. [243] studied the X-ray 
photoelectron spectra of the valence bands of copper-palladium alloys, using an 
HP-5950A electron spectrometer. 

The samples were prepared by alloying palladium with copper with a high­
frequency furnace in a helium atmosphere, followed by annealing and quenching. 
The X-ray photoelectron spectra were recorded with an instrumental resolution 
of 0.6-0.7 eV. Before measurements were made, the samples were cleaned by ar­
gon ion bombardment at a pressure of 10-4 torr. After cleaning, the intensity of 
the oxygen 2s line diminished by a factor of 10, while the carbon Is line practi­
cally disappeared. The vacuum level in the spectrometer was about 10-9 torr. 

In palladium-silver and nickel-copper alloys, the centers of gravity of the 
d bands of the pure components are relatively far apart, namely, at energy 
separations of 2.5 and 1.9 e V, respectively. Copper-palladium alloys are dif­
ferent since the d bands of pure copper and palladium overlap considerably. It 
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is therefore interesting to investigate the changes in the fine structure of the 
valence band as a function of alloy composition to establish whether the local­
ization of the d states of both components is preserved. 

Nemoshkalenko et al. [255] have used the coherent-potential method to 
calculate the electron density of states in the valence band of copper-palladium 
alloys. The calculations were performed as follows. Energy values in the high­
symmetry points of the Brillouin zone were determined by the APW method. 
The crystal potential included the Coulomb and the exchange contribution. A 
Slater-type exchange potential was chosen. The contribution to the potential 
of the neighbors situated on the three nearest coordination spheres was found 
by using the scheme proposed by Mattheiss [211]. From the values of the 
eigenenergy at the points of high symmetry of the Brillouin zone (r, X, L, 
W, K), the parameters of the Hodges-Ehrenreich interpolation scheme were 
determined for each concentration of the alloy. To do this, a system of 15 equa­
tions with 15 unknowns was solved (three of these equations were nonlinear). 
The parameters obtained allowed the calculation of the energy values at any 
point of the Brillouin zone. The density of states of pure copper and palladium 
were found from the energy values calculated for 5230 points in 1/48 of the 
Brillouin zone. The calculations also yielded the eg , t2g , and s components of 
the density of states. 

The density of states of pure copper and palladium was used for calculating 
the density of states in the valence band of the alloys. For the alloy with high 
copper content, the valence band was calculated on the basis of the density of 
states of pure copper, and for the alloy with high palladium content, it was 
calculated on the basis of the density of states of pure palladium. The experi­
mental and calculated results are shown in Figures 91 and 92. The X-ray photo­
electron spectra of pure copper and palladium, also measured with an HP-5950A 
spectrometer, were taken from the work of Hufner et al. [193]. Owing to the 
low partial density of the s states of the pure components, the density of s states 
of the alloy was taken as a superposition of the density of states of both compo­
nents (taking into account their concentration). As Figures 91 and 92 show, the 
basic features of the density of electronic states are reflected in the spectra. In 
particular, the X-ray photoelectron spectra of the valence band in the alloys with 
high-percentage copper content, illustrated in Figure 91, change markedly with 
concentration: the energy extension of the spectra increases, the intensity ratio 
of the peaks changes, and the fine structure gradually disappears. In alloys with 
high-percentage copper content, the d states of palladium appear as a resonance 
peak that moves closer to the Fermi level with increasing palladium content 
from 10% to 40%. This result is confirmed by the calculations. As can be seen 
from Figure 92, in alloys with high-percentage palladium content, an addition of 
10% copper results in a change of the fine structure characteristic for pure 
palladium. The maximum of the local density of states of copper in alloys with 
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Figure 91. Valence band photoelectron 
spectra and the density of states in copper­
rich copper-palladium alloys: (--) photo­
electron spectrum; (--) electron density of 
states; (_ ._ ._) smoothed density of states; 
(- .. -) local electron density of states of 
copper; (---) local electron density of 
states of palladium; (a) copper; (b) 
CU90PdlO; (c) Cu60 Pd4o· 
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high palladium content is situated at about 5 eV from the Fermi level, whereas 
in alloys with high copper content, this separation is about 3 e V . Figure 92 also 
shows that in the alloys with high palladium content investigated, the d reso­
nance states of copper are not observed. 

In conclusion, calculations performed using the coherent-potential method 
provide also, in the case of copper-palladium alloys, a general picture of the 
shape of the energy distribution of electrons. The discrepancies observed are due 
not only to the inadequacies of the theoretical model in the calculation of the 
valence band density of states in the alloys, but also to the fact that, in these 
calculations, the energy dependence of the photoionization cross sections of 
valence electrons has not been taken into account. 

Table 13 gives the binding energies for a number of core electrons of copper 
and palladium in alloys and in the pure metals, as measured with an lEE-IS 
electron spectrometer [254]. For copper, the binding energy values are approx-
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Figure 92. Valence band photoelectron 
spectra and the density 0/ states in pal­
ladium-rich copper-palladium alloys: (--) 
photoelectron spectrum; (--) electron 
density 0/ states; (_. _. -) smoothed density 
0/ states; (- ... ) local electron density 0/ 
states of copper; (---) local electronic 
density o/states o/palladium; (a) palladium; 
(b) Pd90CulO; (c) Pd7s Cuzs. 

imately 1 eV lower in alloys than in the pure metal. For palladium, the shifts 
in alloys as compared with the pure metal are lower, but the binding-energy 
values are higher in alloys than in the pure metal. Therefore, upon the formation 
of copper-palladium alloys, there occurs an increase in the electron density at 
the copper-atom sites and a decrease of it at the palladium-atom sites. 

TABLE 13. Values of Core-Electron Binding Energies of Pd and Cu Atoms in Cu-Pd Alloys 

Level 

3Pl/2 
Sample 2Pl/Z 2P3/Z 3s1/Z 3P3/Z 3Pl/2 3d3/2 3ds/2 

Pd 559.7 340.2 334.9 
Cu lOPd90 951.2 931.3 121.8 74.5 559.8 340.3 335.0 
CU60Pd40 951.4 931.6 121.4 74.2 559.8 340.4 335.1 
CU90PdlO 951.7 932.0 121.8 74.5 559.7 340.7 335.4 
Cu 952.1 932.1 122.2 75.0 
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Figure 93. Valence band photoelectron 
spectra of iron, gold, and their aUoys in 
quenched (a) and unquenched (b) states: 
(1) iron; (2) Fe99,14AuO.86; 
(3) Fe47AuS3; (4) gold. 
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Iron-Gold Alloys. The iron-gold spectra studied by Nemoshkalenko and 
Aleshin [54] are interesting in that d sub bands of the valence bands of the pure 
metals have very different widths. Furthermore, the maximum in the density of 
the iron d states is situated near the Fermi level, but for gold, the sand p states 
that have a low density are situated in this energy region. 

One of the iron-gold alloys studied had a low gold content (0.86%) but, as is 
seen in Figure 93a, the distribution of photoelectrons in this alloy differs from 
that of pure iron on the high-bin ding-energy side of the main maximum. For the 
other alloy that contained 53% gold, a narrow maximum corresponding mainly 
to the local d states of iron appeared near the Fermi level. 

Figure 93b shows the X-ray photoelectron spectra of the same alloys in the 
unquenched state. Since in this case the alloys consist of a mixture of two 
phases, it is easy to understand the smooth structure of the spectra; the spec­
trum of pure iron is superimposed over the X-ray photoelectron spectrum of 
the solid solution. Measurements of the binding energies of the 2p 1/2 core 
electrons of iron and of the 4d3/2 and 4[s/2 electrons of gold have shown that in 
these alloys iron behaves as an electron acceptor, but the charge state of gold 
practically does not change. 

Nickel-Gold Alloys. Nickel-gold alloys are similar to the iron-gold alloys 
discussed above. Figure 94 shows the X-ray photoelectron spectra of the valence 
electrons in nickel-gold alloys, as measured by Nemoshkalenko et al. [256]. 
It can be seen that in these alloys there is also a narrow peak corresponding to 
the d states of nickel reflected in the valence band of nickel-gold alloys. The 
binding energies of the core electrons of gold in the nickel-gold alloys are lower 
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Figure 94. Valence band photoelectron 
spectra of nickel, gold, and their alloys: 
(1) nickel; (2) Ni7!0u30; (3) Ni30Au70; 

o E, eV (4) gold. 

than in pure gold, which indicates that in alloys the electron density at the 
gold-atom sites is increased. For nickel, the shift of the core levels falls inside 
the experimental error bars (Table 14). 

Palladium-Gold Alloys. Palladium-gold alloys are fonned from elements 
characterized by broad d bands extended over energy ranges that exhibit con­
siderable overlap. Figure 95 shows the X-ray photoelectron spectra of palla­
dium-gold alloys produced from the data of Ref. 257. Also shown in Figure 95 
are the corresponding spectra of pure palladium and gold taken from the works 
of Hufner et al. [193] and Shirley [194]. It is seen that also in this system, the 
characteristic features of the spectra of pure palladium and gold appear in the 
spectrum of the alloys. 

TABLE 14. Values of Core-Electron Binding Energies of Ni and Au Atoms in Ni-Au Alloys 

Level 

Sample 2Pl/2 2P3/2 3S1/ 2 3Pl/2,3/2 4d3/2 4d5/2 4f5/2 4h/2 

Ni 869.5 852.2 110.2 65.9 
Ni70 Au30 869.4 852.1 110.1 65.9 352.7 334.7 87.3 83.6 
Ni30Au70 869.5 852.2 110.0 66.0 352.9 334.8 87.3 83.6 
Au 353.1 335.1 87.5 83.8 
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Figure 95. Valence band photoelectron 
spectra of palladium, gold, and their alloys: 
(1) palladium; (2) Pd7sAu2S; 
(3) PdsoAuso; (4) Pd2SAu7S; (5) gold. 

Alloys of Isoelectronic Elements 
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Copper-Gold Alloys. Metals situated in the same subgroup of the periodic 
table may have essentially different valence band energy spectra even though 
they have the same electronic configuration in the free atomic state. This results 
in an appreciable change in their electronic properties in alloys [258]. Partic­
ularly marked is the change of the valence band density of states versus atomic 
number for isoelectronic metals at the end of the long periods. The magnitude 
of spin-doublet splitting actually increases sharply in the series Cu -+ Ag -+ Au, 
as also does the width of the valence band. 

An interesting feature of copper-gold alloys is that they can be studied both 
in the disordered and ordered states. To obtain homogeneous solid solutions, the 
alloys CU7S AU25 and CU2S AU7S were quenched from a temperature of 650°C 
in a solution of 15% KOH.t To obtain ordered systems, the CU7SAu2S alloy was 

tNote added in proof' The experiment on CU2SAu7S and CU7SAg2s was performed by 
V. V. Nemoshkalenko, K. V. Chuistov, V. G. Aleshin, and A. I. Senkevich,! Electron 
Spec. 9(2), 169 (1976). 
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annealed at 350°C for 12 hr, and the CU2S AU7s alloy at 230°C for the same 
time. The alloy CU7S AU2s exhibits a large degree of ordering of copper-gold 
alloys, but in CU2S AU7s the degree of ordering is less. 

The X-ray photoelectron spectra of copper-gold alloys, measured with an 
lEE-IS electron spectrometer with the Kcx t , 2 line of magnesium as excitation 
source, are shown in Figure 96 for both the disordered and ordered states. The 
background of inelastic electron scattering was corrected for. 

The greatest difference between the photoelectron spectra of the two states 
is observed in the CU7S AU2s alloy, in which significant changes in the electron 
density of states occur. At the same time, the probability of photoelectron emis­
sion in the region of the high-energy maximum decreases. 

The magnitude of the binding energies of the core-level electrons in pure 
copper and gold, and in copper-gold alloys, after the data from Ref. 254, are 
given in Table 15. For both copper and gold, it was found that the binding en-

4 
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Figure 96. Valence band photoelectron 
spectra of copper, gold, and their com­
pounds in the disordered (--) and 
ordered ( ... ) states, respectively.-
(1) copper; (2) CU3Au; (3) CuAU3; 
(4) gold. 
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TABLE 15. Values of Core·Electron Binding Energies of Cu and Au Atoms in Cu-Au 
Compounds 

Level 

Sample 2Pl/2 2P3/2 4d3/2 4d5/2 4f5/2 4f7/2 

Cu 951.2 932.3 
CU3Au 951.6 931.8 352.8 334.8 87.4 83.7 
CUAU3 951.5 931.7 352.7 334.7 87.2 83.4 
Au 353.1 335.1 87.5 83.8 

ergies of the core electrons of the pure elements are lower than in the alloys. 
This means that in alloys, the electron density at the sites of both copper and 
gold atoms is increased relative to that in the pure metals. Upon ordering, no 
significant change of the core-level binding energies occurs. 

Silver-Gold Alloys. The X-ray photoelectron spectra of silver-gold alloys 
are illustrated in Figure 97 [54]. As in the case of nickel-copper alloys, the 
width of the valence band in silver-gold alloys increases with the concentration 
of the component with larger valence bandwidth. Thus in silver the valence 
bandwidth is 8.9 eV, and in gold it is 9.4 eV. For both silver and gold, the den­
sity of states at the Fermi level is relatively low. It is in general determined by 
the s- and p-type states. The X-ray photoelectron spectra clearly show the max-

Figure 97. Valence band photoelectron spectra of 
silver, gold, and their alloys: (1) silver; (2) Ag91 AU9; 
(3) Ag7SAuZS; (4) Ag49 Ausl; (5) AglI Aus9; 
(6) gold /54}. 
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imum B corresponding to the high-energy maximum in the X-ray photoelectron 
spectra of pure gold and silver, as well as the peak C corresponding to the low­
energy maximum in the spectrum of pure silver. Also apparent is the enhance­
ment on the low-energy branch of the spectrum corresponding to the maximum 
A of pure gold. 

Studies of silver-gold alloys have also been performed by Siegbahn et al. [1] . 
Even at a relatively low concentration of the second component, it was possible 
to observe changes in the structure of the valence band of the atoms. Thus a 
concentration of only 11 % silver results in the appearance of the maximum C, 
while 9% gold causes changes in the band structure at the bottom and at the top 
of the valence band. 

We have mentioned earlier that in a number of investigations of nickel­
copper alloys, attempts were made to represent the valence band of the alloy as 
the superposition of the bands of the pure components. Since the resolution of 
X-ray photoelectron spectrometry is not very high (amounting to 1.1 eV in the 
work of Nemoshkalenko et al. [259] ,in which the X-ray photoelectron spectra 
of valence bands of silver-gold alloys were measured), and since the spectra of 
nickel-copper are quite narrow and exhibit practically no fine structure except­
ing the two maxima corresponding to the d electrons of nickel and copper, it 
follows that the validity of this approach is difficult to test for these alloys. 

Figure 98 illustrates the X-ray photoelectron spectrum of the alloy 
Ag49AuSI and also the superposition of the spectra of pure gold and silver, 
weighted in proportion to the concentration of these elements in the alloy. The 
effect of alloying is evident. 

Table 16 gives the values of the core-level binding energies of gold and silver 
in alloys and in the pure metals, after the data from Ref. 254. It is seen that the 
binding energies of the core-level electrons in the alloys are practically the same 
as in the pure elements. The differences do not exceed 0.2 eV. Therefore, it 
can only be assumed that the electron density in the vicinity of silver atoms in 
alloys is a little higher than in the pure metal. This assumption does not contra-

Figure 98. Valence band photoelec­
tron spectra of the alloy Ag49AusI 
(--) and the curve (- . . J obtained 
by superposition of the photoelectron 
spectra of the pure components. 
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TABLE 16. Values of Core-Electrons Binding Energies of Ag and Au Atoms in Ag-Au 
Alloys 

Level 

Sample 3Pl/2 3P3/2 3d3/2 3ds/2 4d3/2 4ds/2 4/s/2 4/7/2 

Ag 603.8 572.8 374.1 368.1 
Ag9l Au9 603.7 572.9 374.0 368.0 353.0 334.9 87.5 83.8 
Ag7s Au2S 603.7 572.9 374.1 368.1 353.1 335.2 87.7 84.0 
Ag49AuSl 603.7 573.0 374.0 368.0 353.1 335.1 87.6 83.9 
AgllAuSO 603.7 572.8 374.0 368.0 353.1 335.1 87.6 83.9 
Au 353.1 335.1 87.5 83.8 

dict the results of Levin and Ehrenreich [260], who, on the basis of the analysis 
of the parameters of optical spectra, have concluded that some transfer of charge 
occurs from gold to silver in silver-gold alloys. 

All the alloys investigated by Nemoshkalenko and co-workers in the works 
mentioned above [54, 254, 256, 257, 259] were prepared from metals of high 
purity (99.99%), in vacuum or in a noble gas atmosphere. Since the studies were 
concerned with solid solutions, specimens were quenched from a temperature 
about 100°C above the transformation temperature for those alloys that nor­
mally become two-phased (pt-Au, Cu-Pd, Cu-Au) or ordered (pt-Au, Cu-Pd, 
Cu-Au) upon cooling. The effectiveness of quenching was checked by X-ray 
diffraction. 

Alloys of Noble Metals with Aluminum and Magnesium 

Fuggle et al. [57] studied the X-ray photoelectron spectra of the valence 
electrons of aluminum alloys with copper, silver, and gold. Their method of 
sample preparation and of spectra measurement have been discussed in Chap­
ter 1. Figures 99-101 illustrate the X-ray photoelectron spectra of aluminum­
copper, aluminum-silver, and aluminum-gold alloys. The spectra of the pure 
metals are consistent with the spectra obtained by Baer et al. [186]. In all the 
spectra shown in Figures 99-101 the Fermi level is well-defined. Most clearly 
appear in these spectra the d states. The splitting of the d states is absent in the 
copper alloys, but appears to be rather great in silver and gold alloys. In each 
alloy system, the energy distance of the d levels from the Fermi level increases 
with the aluminum content. In the X-ray photoelectron spectra of the valence 
electrons in Al2 Au measured by Hufner et al. [261] using an lEE-IS electron 
spectrometer with the magnesium Ka l , 2 line as excitation source, the splitting 
of d states is less evident than in the spectra in Figure 99. This can possibly be 
explained by the fact that, in the experiment of Hufner, Wernick, and West, the 
sample was cleaned by argon ion bombardment. According to the results of 
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Figure 99. Valence band photoelec­
tron spectra of aluminum-copper com­
pounds: (1) copper; (2) A14Cu9; 

o E, eV (3) AI2Cu. 

Hiifner et al. [58], this treatment can result in the formation of an amorphous 
layer on the specimen surface. Particularly evident is the discrepancy between 
the spectra of palladium prepared by evaporation and palladium cleaned by 
argon ion bombardment. 

-' 

One should notice that the alloys corresponding to the formulas Al4 CU9 

8 6 4 2 o E,eV 

Figure 100. Valence band photo­
electron spectra of aluminum-silver 
compounds: (1) silver; (2) AIAg2; 
(3) AIAgp. 
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TABLE 17. Energy Position of the Peaks in the Photoelectron 
Spectra of Valence Electrons of Compounds of AI with Cu, Ag, 

and Au 

Sample Peaks position FWHM 

Cu 2.7 2.6 
Al4 CU9 2.9 2.7 
Al2Cu 4.3 1.6 
Ag 4.5 6.2 3.5 
AlAg2 5.7 6.5 2.8 
AlAgp 6.2 2.1 
Au 3.3 6.1 5.3 
A1Au2 4.5 7.0 4.6 
AIAu 5.7 7.4 4.2 
Al2Au 6.1 7.4 3.2 

191 

and AlAg2 are, in fact, not intermetallic compounds, since a whole series of pos­
sible alloys exists near the stoichiometric composition. AlAgp form a metastable 
solid solution of silver and aluminum (approx. 20 at. % Ag). The energy position 
of the maxima in the X-ray photoelectron spectra and their full width at half­
maximum (FWHM) are shown in Table 17. 

10 8 6 4 2 o E, eV 

Figure 101. Valence band photoelectron spectra of aluminum-gold compounds: (1) gold; 
(2) AIAu2; (3) AIAu; (4) AI2Au. 
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Figure 102. Photoelectron and X-ray emission spectra of the compound AI2Au: (---) 
valence band photoelectron spectrum; (--) L2,3 emission spectrum of aluminum. 

Figures 102 and 103 show the X-ray photoelectron spectra of alloys Al2 Au, 
Mg3Al and the L 2 ,3 emission line of aluminum, according to the data from Ref. 
262. The two peaks corresponding to the splitting of the d states in the alloys 
may easily be correlated to the energy positions of the two peaks in the X-ray 
emission spectra. However, in the emission spectra there exists an additional 
structure which is absent in the X-ray photoelectron spectra. It reflects the dis­
tribution of s electrons in the higher part of the valence band of these alloys. In 
the X-ray photoelectron spectra this is suppressed by the d electrons, which have 
a much higher density of states and a much higher photoionization cross section. 

HUfner et al. [261] have also studied the alloys GaAu and In2 Au. The mag­
nitude of d state splitting in these interrnetallic compounds is lower than in pure 

..... ' 

E,eV 

Figure 103. Photoelectron and X-ray emission spectrum of the compound Mg3Au; 
(---) valence band photoelectron spectrum, (--) L2,3 emission spectrum of 
magnesium. 
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Figure 104. Valence band photoelectron 
spectra of pure gold and its compounds: 
(1) gold; (2) Ga2Au; (3) In2Au; 
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gold (Figure 104). The widths of the d bands determined experimentally and 
theoretically [263] are significantly different from each other. 

Model Representations of the Density of States of Alloys 

Large advances have been made in the study of the electron structure of 
many pure metals, but this cannot be said about disordered alloys. Use has 
largely been made of a number of very simplified theoretical models of the elec­
tron structure of alloys, for example, the model of rigid bands [264], the model 
of virtual bound states [265,266], the model of virtual potential [267], and 
the two-band model [268]. 

In the model of rigid bands, the assumption is made that in the alloy a com­
mon valence band exists containing the valence electrons of both component 
atoms. The structure of this band may be obtained from the valence band struc­
ture of one of the components by simply shifting the Fermi level up to the 
energy value corresponding to the mean concentration of valence electrons for 
the given alloy. The model is most extensively used for calculation of the den­
sity of states in the valence band using measured values of the electronic specific 



194 CHAPTER 3 

thennal capacity and paramagnetic susceptibility [269]. Attempts to introduce 
restrictions into the model of rigid bands are well-known. Thus, analysis of the 
X-ray spectra of transition metals and of alloys of elements of groups III and VI 
led Nemnonov [270] to develop a modified rigid-band model, which he named 
the model of collective (generalized) d, s band. Unfortunately, many recent ex­
perimental studies [271-276] have proved that this model is not valid for the 
description of the properties of a series of alloys. 

The model of virtual bound states has a limited area of validity, namely, 
for highly dilute solid solutions in which the valency of the impurity atoms is 
different from that of the atoms of the basic component. The excess charge 
formed at the impurity atom is effectively screened by the local defonnation of 
the valence band. However, this model is not valid when the impurity concentra­
tion is sufficiently high to cause significant interaction between the impurity 
atoms. 

In the model of virtual potential, the disordered alloy of components A and 
B, having the potentials vA and VB at the lattice nodes of the A and B atom sites, 
is replaced by an ordered system having the potential eVA + (1 - e) vB (e is the 
concentration of A atoms). It is assumed that the dispersive potential VA - vB is 
small. This assumption is not valid, however, for alloys of metals having disper­
sive resonances in the conduction band, that is, for the transition and noble 
metals. 

Another special case of the rigid-band model was treated by Varley [268], 
and was named the two-band model. In this model, it is assumed that the valence 
electrons exist in two separate groups of energy states, each of them being re­
lated to the potential fields of the ionic components of the alloy. The models 
of virtual bound states and virtual potential are intermediate between the model 
of rigid bands and the two-band model. 

The most important difficulties in the theoretical analysis of disordered sys­
tems arise from the lack of periodicity of the potential. Therefore, in the treat­
ment of disordered alloys within the framework of the one-electron approxima­
tion, it is necessary to introduce simplifications, not only with respect to the 
choice of the one-electron potential for each of the alloy components, but also 
in the solution of the resulting one-electron SchrOdinger equation. As we have 
already mentioned, a recently developed and successful method of solution of 
the one-electron Schrodinger equation for disordered systems is the coherent­
potential approximation [158, 159] . It is more realistic than the virtual poten­
tial approximation and may be used for calculation of the density of states, in 
alloys of arbitrary concentration of the components. The coherent-potential 
approximation has led to the conclusion that the density of electron states 
localized in the vicinity of the atom of a given alloy component may differ sig­
nificantly from the mean density of electronic states. This implies that the local 
density of electron states will be extremely sensitive to the local environment. 
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The band structure of binary alloys with a low concentration of the second com­
ponent, obtained by using the coherent-potential method is intermediate be­
tween those obtained using the virtual bound states of Friedel and Anderson and 
the two-band model of Varley. 

Stocks et al. [276] have compared the results of theoretical calculations us­
ing the rigid-band model, the virtual-potential model, and the coherent-potential 
model with the experimentally measured energy position of the midpoint of the 
uppermost subband. This midpoint characterizes the position relative to the 
Fermi level of the subband of the valence band constituted mainly of the copper 
states in nickel-copper alloys. The samples investigated were nickel-copper 
alloys of various compositions, up to 40% nickel. 

The predictions of these theoretical models differ considerably among them­
selves. The rigid-band and virtual-potential models predict that an increase in 
nickel concentration in the alloy results in an almost linear approach of the 
subband to the Fermi level. The coherent-potential model predicts an insignifi­
cant change in its energy position, thus providing the best agreement with 
experiment. 

We have in this chapter studied alloys formed from a variety of pure ele­
ments situated either closely to each other in the periodic system or in different 
periods. 

It should be noted that in the alloys of elements in groups VIII and lB, the 
number of d electrons is much higher than that of p electrons, and therefore the 
X-ray photoelectron spectra mainly reveal the behavior of the d electron distri­
bution in the valence band. The strong individuality of the valence d electrons 
of the components in alloys is to a great extent caused by their high centrifugal 
barrier, since this determines their energy and space localization. 

The density of states in alloys is not a result of the simple superposition of 
the density of states of pure metals. In disordered alloys, the local density of 
electronic states, which is significantly different from the density of states in 
the pure components, is very important. Consequently, if the energy positions 
of the centers of weight of the d states of the pure components are separated 
from each other, then the total density of states in various parts of the energy 
spectra is mainly determined by the local density of states of one or other of 
the components. 

Comparison of calculated valence band density of states in alloys, obtained 
with the coherent-potential method, with the corresponding X-ray photoelec­
tron spectra indicates that this method provides a rather satisfactory theoretical 
description of the electron structure of disordered alloys. 
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Crystals with a 
Sphalerite-Type lattice 

Crystals with a sphalerite-type t lattice, characterized by a tetrahedral distribu­
tion of atoms, have a relatively simple crystal structure and are suitable for 
theoretical calculations. For a long time, these crystals have been the object of 
study in order to test both old and new theoretical and experimental methods 
of examining the band structure of solid state materials. In particular, their 
optical and ultraviolet photoemission properties have been actively investigated. 
This has made it possible to establish how well theoretical predictions about 
their band structure agree with experiment. The work of Cohen and Bergstrasser 
[138] using the pseudopotential approach has been of great importance to the 
theoretical and experimental investigations of the large group of crystals includ­
ing diamond, silicon, germanium, A3BS' and A2B6 compounds. These authors 
have shown that in the interpretation of a great number of experimental results, 
the empirical pseudopotential method can be successfully used. It has been 
shown that, for the interpretation of the band structure of GaP, GaAs, GaSb, 
CdTe, ZnSe, InAs, InP, and InSb compounds, it is sufficient to use six parameters, 
three symmetrical and three antisymmetrical form factors for the pseudopoten­
tial. For diamond, silicon, and germanium, three parameters are sufficient, since 
in this case the anti symmetric form factors of the potential are equal to zero. 

In the work of Cohen and Bergstrasser [138], the parameters were deter­
mined mainly from the optical reflection spectra. Studies of the optical proper­
ties of crystals are in general an important factor in the determination of their 
band structure. However, a detailed interpretation of the optical reflection spec­
tra is seldom possible without a semiquantitative calculation of the energy-band 
structure, since the optical excitations fall into the energy region for which the 
valence band states and the states of the conduction band make a significant 

t Editors' note: The more common name for sphalerite in English is zinc blende. 
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contribution to the observed structure of the spectra. In their turn, the reality 
and the accuracy of these calculations depend very much on the correctness of 
interpretation of the experimental results. This process for the determination of 
the band structure is, undoubtedly, a method of trial and error, but it often leads 
to a noncontradictory, quantitative, and to a high degree detailed picture of the 
band structure of semiconductors in a limited energy region in the vicinity of the 
forbidden band gap. However, the band structure of a great number of semicon­
ductors is not as yet satisfactorily known, in spite of the fact that for these ma­
terials reliable experimental data exist. 

Much progress has also been made with regard to the determination of the 
initial and final states of electrons participating in transitions, by studying the 
photoemission in the far-ultraviolet region. This information is extracted from 
the photoemission spectra by analyzing the dependence of their shape on the 
excitation energy. However, it is also necessary to take into account preliminary 
theoretical conclusions regarding the energy structure of the valence and con­
duction bands. The shape of the optical and photoemission spectra is strongly 
affected by the structure of the conduction band. Only when the energy of the 
exciting photons is increased to 50-100 e V, will the density of final states be­
come a smooth function. 

Such a condition is satisfied for exciting energies of the order of 50-100 e V. 
However, even in this case, the photoemission spectra do not allow a direct de­
termination of the density of states of valence electrons, since the magnitude of 
the photoionization cross section for electrons of different symmetries varies as 
a function of the excitation energy. It has, however, been established that at low 
values of photon energies this variation has a rather small influence on the shape 
of the spectra, in comparison with that due to the structure of the final states. 
Therefore, in dielectrics, as in metals, the density of valence states can be deter­
mined more accurately from photoemission spectra measured at high excitation 
energies, than from spectra measured at low excitation energies or from the 
optical spectra. 

The energy bands calculated using the values of the parameters determined 
by Cohen and Bergstrasser [138] are consistent with the experimental data in 
the energy region close to the top of the valence band and the bottom of the 
conduction band. This is just that energy region in which are found the main 
optical transitions that have been used for the determination of the form factors 
of the pseudopotential. The method of vacuum ultraviolet spectroscopy does not 
allow a study of energy states over the whole width of the valence band, which 
may be relatively large (of the order of 12-15 e V) in the majority of crystals.t 

t Editors' note: Most UV photoemission experiments today are carried out either with re­
sonance lamps, which give photon energies up to 40.8 eV, or with synchrotron radiation, 
which in this connection is used up to several hundred electron volts. 
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The accuracy in the description of states situated at the bottom of the valence 
band may be assessed by comparing the calculated results with the experimen­
tal data provided by the X-ray emission spectroscopy and photoelectron 
spectroscopy. 

Calculations of the density of states of the valence band have been per­
formed by the authors of the present monograph and their co-workers [5,277-
281] and compared with the data from X-ray emission spectroscopy, the pur­
pose being to test the accuracy with which the form factors calculated by Cohen 
and Bergstrasser [138] provide a description of the structure of valence Qands in 
crystals. The present authors [5, 148,282] have shown that the X-ray emission 
spectra of light elements reflect the van Hove singularities in the electron den­
sity of states. Therefore, by using the theoretical and experimental data for the 
energy-band structure, it is possible to determine the regions in k space that lead 
to the observed features of the experimental spectra. It is at the same time possi­
ble to determine the energy position of states with different types of symmetry. 
It should be remembered that, for the simplest crystals, the symmetry properties 
of the energy bands determine-to some extent-the order of their distribution. 

The results provided by X-ray emission spectroscopy should be used in con­
junction with the optical data, to ensure that the derived empirical pseudopoten­
tial yields, first, a satisfactory trend in the distribution of electron density of 
states over the whole valence band of crystals, and, second, energy values of the 
optical transitions that are consistent with the experimental data. Nemoshkalenko 
et al. [277,278] constructed a pseudopotential for ~-SiC and for silicon that 
correctly reproduced the positions of van Hove singularities found from X-ray 
emission spectra. The consistency of this pseudopotential with the optical data 
was, however, rather poor. Use of the local approximation and of a potential 
independent of energy is possible only when applied to a limited energy region 
[120] . 

The necessity of using a nonlocal pseudopotential became apparent when it 
was found to be possible to measure energy levels difference between states with 
different quasimomenta k. Measurement of the parameters of X-ray photoemis­
sion allow the determination of these energies, and, therefore, in order to de­
scribe the experimental data, one should make corrections to the local pseudo­
potential. Pollak et al. [283] and Chelikowski et al. [284] have shown that, in 
using the local approximation, the nonlocal character of the pseudopotential 
may be taken into account approximately by replacing the electron mass m with 
an effective mass m*. More accurate calculations have shown that, in spite of its 
simplicity, this replacement allows for the main effects of the nonlocal character 
of the pseudopotential and improves agreement with experiment for the upper 
part of the valence band. In order to obtain satisfactory agreement at the bottom 
of the valence band, it is necessary to make more accurate allowance for the 
nonlocal character of the pseudopotential. 
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Energy-Band Structure of Diamond, Graphite, Silicon, 
and Germanium 

CHAPTER FOUR 

The crystals of elements in the fourth group of the periodic system have in­
teresting physical properties. Silicon and germanium are semiconductors with 
small gaps. Diamond, although it has the same crystal structure, is a good insula­
tor. However, at normal temperature and pressure, the thermodynamically stable 
phase is not diamond, but graphite-a semimetal that does not have any ana­
logues in the fourth group of elements. Graphite, unlike diamond, is character­
ized by a trigonal coordination of carbon atoms. 

Cora et al. [285] were the first to study the energy band structure of dia­
mond by using the method of X-ray photoelectron spectroscopy. Unfortunately, 
their experiment was performed with poor resolution (1.5-1.7 eV) and a rather 
poor vacuum (2 X 10-7 torr). Though the specimen was cleaned with respect to 
adsorbed gases and carbon, the X-ray photoelectron spectra of the valence elec­
trons still show a clear structure due to the presence of oxygen. Much better ex­
perimental conditions were used by Cavell et al. [286] and McFeely et al. [287], 
who measured the X-ray photoelectron spectra with an HP-5950A electron 
spectrometer, with a resolution of 0.55 eV. The vacuum level in the spectrom­
eter was about 8 X 10-9 torr, and as the excitation source, themonochromatized 
K(Xl,2 radiation of aluminum was used. Without cleaning of the diamond surface, 
the intensity ratio of the Is peaks of carbon and oxygen was 4. Mter cleaning in 
a nitrogen atmosphere, a better ratio, viz., 13, was attained. This permitted the 
determination of the valence band electron spectra of diamond without signifi­
cant distortion. Since the Is line of carbon is energetically closest to the valence 
electron band, it was used for the subtraction of the background of inelastically 
scattered electrons from the photoelectron spectrum of the valence electrons. 
For this purpose, the fine structure of the carbon Is line was studied carefully in 
the region of high energies. The corrected spectrum, together with the density of 
valence band electronic states, is shown in Figure 105. The calibration of the 
spectrum was performed using the 4/7/2 line of gold, the binding energy of which 
was taken to be 84.0 eV. 

The density of electronic states has been calculated by Painter et al. [288] 
using a modified tight-binding method (MLCAO). Here, in contrast to the ordi­
nary tight-binding method, the many-center integrals were not calculated. In­
stead, the matrix elementsHij = (IP;IHllPj) andS;j = (IP;IIPj) were calculated di­
rectly, where lIP;) are the Bloch sums of atomlike functions. Account was also 
taken of the deviation of the potential from the MT potential. It turned out that, 
in order to obtain more accurate qualitative results, it was necessary to introduce 
corrections to the MT potential. For example, if the deviations from the MT po­
tential are neglected, a width of the indirect gap is obtained for diamond that is 
five times smaller than that obtained when the parameter (X in the exchange po­
tential V~x is changed from 1 to 1-
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Since in diamond the elementary cell contains two atoms, the valence band 
contains eight electrons distributed over four energy bands. Maximum (l) (Fig­
ure 105) in the density of states is determined by the states in the first energy 
band. This band has an s-like character, since it contains only a small number of 
p states. Along the X-Z-W directions in the Brillouin zone, the first and the sec­
ond bands are degenerate. The second band has a higher content of p states com­
pared to the first band, and the second maximum is determined by the details of 
its structure. The top of the valence band, where the third and the fourth bands 
are localized, appears as the third maximum (3) in the density-of-states curve. 
The states situated close to the top of the valence band have a high content of 
p-type states. This picture of the distribution of states in the valence band de­
rived on the basis of their symmetry is confirmed by the investigation of the 
X-ray emission Kline [289] resulting from electron transitions from the valence 
band to the Is level. Since the shape of the K spectrum is determined by the 
density of states of electrons with a p-type symmetry in the valence band, it fol­
lows that the intensity will be highest in that energy region of the valence band 
in which p-type symmetry states are preponderant, i.e., at the top of the valence 
band. Since the width of the inner Is level in the transitions leading to X-ray 
emission is 0.1-0.2 eV, the resolution of the X-ray emission spectra is deter­
mined mainly by the instrumental resolution. Wiech and Z6pf [289] maintained 
that the resolution in their work was approximately 0.6 eV, which is similar to 
the resolution of the HP-S9S0A spectrometer that was used for measuring the 
valence band spectra of diamond. However, the X-ray emission spectrum con­
tains details of structure that were not present in the photoelectron spectrum. 
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Figure 105. (a) Valence band photoelectron spectrom, (b) density of states, (c) X-ray emis­
sion K spectrum (experiment), and (d) X-ray emission K spectrum (theory) of diamond. 
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This indicates that the X-ray photoelectron spectrum was recorded with a greater 
spread in the intensity values than the emission spectrum. 

The comparison of the X-ray emission and photoelectron spectra was per­
formed as follows [287]. The maximum B is characterized by an energy of 
271.1 e V of the emitted photon. In the photoelectron spectrum, it corresponds 
to the maximum II, since the difference between the binding energies of the car­
bon Is line and of this maximum, measured with respect to the Fermi level of 
the spectrometer, is equal to E~(1s) - E~(II) = 284.4 -13.2 = 271.2 eV. The 
two values are equal to within 0.1 eV, which lies inside the limits of experimen­
tal errors. From Figure 105 it can be seen that the width of the X-ray emission 
line is close to that calculated, while the bandwidth determined from the photo­
electron spectrum is greater than the calculated width of the valence band. This 
is possibly related to the fact that the contribution of electron multiple scatter­
ing could not be correctly subtracted from the experimental photoelectron spec­
trum. Therefore, in order to determine the width of the valence band, the curve 
in the region of high binding energies was approximated to a parabola. In this 
way, the width of the valence band was estimated to be 24.2 eV. Although the 
width of the X-ray emission spectrum is close to the width of the valence band 
calculated by Painter et al. [288] (20.8 eV), it is evident from Figure 105 that 
its value is difficult to be determined with sufficient accuracy. This is caused 
above all by the fact that in the region of maximum 1, the X-ray emission spec­
trum does not have any structure, probably because of Auger-smoothing of the 
states situated at the bottom of the valence band [290]. The valence bandwidth 
determined from the X-ray emission spectra is approximately 21.0 ± 1.0 eV. 

The shapes of the X-ray emission and X-ray photoelectron spectra are signifi­
cantly different, although their structures are basically similar. This results from 
the different probabilities of electron excitation and photon emission. As we 
have mentioned in Chapter 2, the transition probability of X-ray emission pro­
cesses is determined by the matrix element of the transition probability: 

M (k) = ('I' nk (r) \ V I 'I' ck (r), 

where q,nk(r) represents the wave function of the electron in the valence band 
and'll ck(r) is the wave function of the electron in the conduction band. 

Nemoshkalenko et al. [291] have calculated the X-ray emission spectrum of 
diamond using the APW method. The crystal potential for the configuration 
ls22s2p3 of the diamond atom was obtained according to the scheme proposed 
by Mattheiss [211]. As Figure 105 shows, the influence of the transition proba­
bility results in a significant discrepancy between the X-ray emission spectrum 
and the curve of the density of states of the valence band electrons. The calcula­
tions, however, were not able to reproduce the flat top of the maximum D ob­
served in the X-ray emission spectrum. This is possibly due to the fact that the 
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interpolation of matrix elements was performed with only 89 k points in 4~ of 
the Brillouin zone. In spite of the great number of k points used in the Brillouin 
zone as a whole (approximately 106 points), the basis of principal points that 
was chosen is probably still insufficient for a detailed reproduction of the fine 
structure of the emission spectrum. 

As was shown in Chapter 2, the intensity of X-ray photoemission may be 
written approximately: 

I (E) = pi (E) pf (n(O - E) (J (n(O, E), 

where /(E) represents the density of valence electron states, pI (E) is the den­
sity of final states of photoelectrons, and a (t/w, E) is the photoionization cross 
section. When the Kal,2 line of aluminum is used as the source of exciting pho­
tons, the magnitude of pl(tiw - E) is practically the same as for free electrons, 
and therefore 

I (E) = pi (E) (J (n(O, E). 

If the wave functions of electrons in the conduction band are chosen as plane 
waves, exp i(k + Q) • r, and the wave functions of electrons in the valence band 
as Bloch functions, '11 k(r) = exp (ik • r) uk(r), then the following is obtained: 

(J (n(O, k) = I ('1\ (r) I exp i (k + Q) . r) 12. 

The wave function 'I1k (r) may be represented as an expansion over spherical 
functions of s, p, and d type. The s functions are characterized by sharper varia­
tions than p functions, and, consequently, the magnitude of the overlap integral 
of the function '11 k(r), with the plane wave corresponding to high kinetic ener­
gies, is greater for s functions than for p functions. The magnitude of a(1'iw, k) is 
therefore greater for states in which the wave functions contain a significant con­
tribution from s-type functions. In diamond, the photoelectron spectrum should 
have a greater intensity in the energy region in which the valence band mainly 
contains s-type states, than in the region where mostly p-type states exist. This 
conclusion is confirmed by the experimental curve shown in Figure 105. 

The simultaneous use of X-ray emission and photoelectron spectra allows a 
determination of the degree of hybridization of the sand p states in diamond, 
since both spectra are determined by the behavior of the valence electron wave 
function in the immediate vicinity of atomic nuclei. 

Let us consider the expression 

[I' (E)fp (E)lr 
[I' (E)/p (E)lm = 5. 
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If peak I was determined only by the 2s states and peak III only by the 2p 
states, then this ratio would have a value close to 

~=13. a (2p) 

In order to determine Rxps = I'(E)/p(E) and Rx = c.J(E)/p(E) from the data 
in Figure 105, McFeely et al. [287] succeeded in extending somewhat the energy 
region in which the density of states p(E) is finite. They were then able to 
smooth the rather rough curve obtained by direct calculation of these functions 
at points chosen on the energy scale. The smoothed functions R xps and R x are 
shown in Figure 106. In order to use them further for the determination of the 
character of the hybridization of the sand p states in diamond, it is necessary to 
introduce the functions fiE) and fp(E), which determine the contribution of 
these states to the states of the energy E in the valence band. These functions 
satisfy the relation: 

Since the X-ray emission K spectra are determined by the p components of the 
wave function, it follows that 

fp(T) _ Rx(T) _ 
fp(B) - Rx(B) - 5.6, 

where T and B stand for the top and the bottom of the valence band, respec­
tively. Since the ratio of the photoionization cross sections of the 2s and 2p 
electrons for the free ion is 13, the following is obtained: 

Solving these two equations yields fp(B) = 0.16 and fp(T) = 0.92. By compar­
ing R xps(E) and R x(E) separately with these two values it is possible to deter­
mine the energy dependence of fp on the basis of the data from X-ray emission 
and photoelectron spectroscopy. These two independent methods of determin­
ing fp (Figure 107) lead to consistent results. For further calculations, it is con­
venient to make use of the mean value 

fp = f fp lE) P (E) dE = 0.695. 
p(E)dE 
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Knowing!p, it is possible to calculate the occupation numbers np and ns for the 
p and s electrons, since!p = np/(ns + np) = 0.695, and np + ns = 4. 

Thus, the carbon atom in diamond is characterized by the configuration 
S1.2 p2.8, which is much closer to the configuration Sp3 than to the configuration 
S2p2. In this way, X-ray photoelectron spectroscopy and X-ray emission spec­
troscopy give complementary information in an investigation of the s and p 
states in diamond. The position of critical points in the density of states of the 
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Figure 107. Energy distribution of 0.2 __ _ 
p states in the diamond valence band 
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X-ray photoelectron spectroscopy 24 20 16 12 8 4 0 
and (2) X-ray emission spectroscopy. 1:::.E, eV 
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TABLE 18. Comparison between Experimental and Theoretical Values of Energy for the 

High·Symmetry Points of the Brillouin Zone of Diamond8 

State 

X4 (middle Width of 
Method of energy of the valence 
determination b L2(1) Xl (II) K1(C) peak III) L3 band 

OPW [292] 15.5 12.5 5.6 2.0 21.2 
PPW [293] 19.6 11.5 7.3 5.2 2.4 19.6 
MLCAO [288] 15.7 12.1 8.7 6.2 2.8 20.8 
Pseudopotential [294] 22.6 18.1 9.4 6.6 2.8 27.5 
XPS [287] 17.0 12.9 5.5 24.2 
XES [289] 17.5 13.2 9.8 2.8 22.0 

aThe energy values are given in electron volts with respect to the top of the valence band. 
bXPS = X-ray photoelectron spectroscopy; XES = X-ray emission spectroscopy. 

valence band electrons can hardly be determined from the experimental data in 
Figure 105. However, the peakA(I) may be correlated to the pointL;, the peak 
B(II) with the point X 1> and the peak C with the point K~. The experimental 
data and the calculated energy-band structure of diamond are given in Table 18. 
Van Haeringen and Junginger [294] found that the valence bandwidth of dia­
mond, calculated by the pseudopotential method, was significantly greater than 
the experimental value, which indicates that the authors did not calculate the 
pseudopotential form factors correctly. In such cases, the experimental data ob­
tained from X-ray emission and photoelectron spectroscopy may be used as a 
test of the validity of the theoretical models. 

McFeely et aZ. [287] also studied the photoelectron spectra of microcrystal­
line graphite, and of amorphous carbon. The results of their experiment are 
shown in Figure 108. The position of the top of the valence band in diamond 
may be determined by extrapolating the decreasing intensity side of the photo­
electron energy distribution toward lower energies, down to the background 
level. Graphite is a semimetal, and its metallic conductivity prevents it from be­
coming charged. Amorphous carbon is more difficult to investigate than diamond 
and graphite. Its band structure cannot be determined in the same terms as the 
band structure of diamond and graphite. In making the comparison of the photo­
electron spectra of graphite and amorphous carbon (see Figure 108), it has been 
assumed that the binding energies of the most intensive peaks in the valence 
bands of graphite and of amorphous carbon coincide, and, consequently, the 
position of the Fermi level of graphite was chosen as the origin for the energy of 
amorphous carbon. Each of the spectra illustrated in Figure 108 may be charac­
terized by the rather broad and intensive peak I, situated between 16 and 21 eV, 
the narrower and less intensive peak II between 10 and 15 eV, and the very 
broad, nearly structureless peak III between 10 eV and zero. The spectra shown 
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Figure 108. Valence band photoelectron spectra of (1) diamond; (2) fine·grained graphite; 
(3) crystalline graphite; (4) amorphous carbon; (a) without and (b) with subtraction of the 
background of inelastic electron scattering. 

differ significantly from each other: the peaks I, II, and III are more clearly de· 
fined in the spectra of diamond than in the spectra of graphite and amorphous 
carbon. For graphite and microcrystalline graphite, the minimum between peaks 
I and II is still clearly seen, but in amorphous carbon it is less clear. 

The elementary cell of graphite contains four atoms, and therefore its va· 
lence band contains eight filled subbands. The band structure of carbon has been 
calculated by Painter and Ellis [295] by the LeAO method. The carbon atoms 
in graphite are distributed in layers, and therefore the eight valence bands in 
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graphite may be grouped in two classes-six a bands and two 1T bands. The latter 
are mainly described by 2pz wave functions of the electrons in carbon atoms. 
Kortela and Manne [296] calculated the band structure of diamond by the semi­
empirical LCAO method_ In order to improve the agreement with the results of 
Painter and Ellis [295], the filled a bands were shifted to 3.5 eV below the 
Fermi level. However, the total width of the valence band was still 6 e V higher 
than the value obtained by Painter and Ellis [295]. This difference is due to the 
structure of the a band situated at the bottom of the valence band. 

The energy-band structure of graphite, as obtained by Painter and Ellis [295] 
and by Kortela and Manne [296], is shown in Figure 109. It can be seen that the 
a and 1T bands in graphite overlap. The magnitude of the overlapping is equal to 
2.6 eV. 

The X-ray emission and photoelectron spectra of graphite are shown in Fig­
ure 110. In order to place the spectra on the same energy scale, the binding 
energy of the Is line of carbon in graphite was taken as Ef; = 284.7 eV. Because 
of the extreme anisotropy of graphite, the intensity distribution in the X-ray 
emission spectra is influenced strongly by the polarization of X radiation. This 
effect was first observed experimentally by Borovski et al. [297] using an Mc-46 
electron probe microanalyzer. Similar experiments have also been performed by 
Beyreuther and Wiech [298], Brummer et al. [299], and Muller et al. [300]. 
Figure 111 shows the X-ray photoelectron spectra of graphite, measured by 
Beyreuther and Wiech [298] at various incidence angles of the exciting photons 
on the crystal monochromator of the spectrometer. The lower curve in this fig­
ure represents the emission spectrum corresponding to translations from the a 
states_ The radiation with energy between 280.7 and 284.5 eV is due to transi­
tions from the 1T states. There exists an intermediate energy region in which 
radiation from both 1T and a states is present. Figure 110 illustrates the 1T and 
a emission spectra measured by Muller et al. [300]. The intensity of X-ray emis­
sion spectra calculated by Kortela and Manne [296] agree quite well with the 
structure of the experimental curves. However, the X-ray emission and photo-
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Figure 110_ Valence band photo­
electron spectrum of graphite. The a 
and 7T components of the X-ray K 
emission spectrum are also shown_ 
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electron spectra are significantly different from each other, due to the different 
influence of transition probabilities. Within an energy region extended over 
approximately 10-13 eV, at the bottom of the valence band, the energy distribu­
tion of photoelectrons reaches a maximum, whereas the intensity of X radiation 

Figure 111. X-ray K emission spectra 
of graphite, corresponding to dif 
ferent incidence angles of the X rays 
on the crystal-monochromator: 
(1) 5°; (2) 10°; (3) 1S; (4) 45°; 
(5) 80°. 265 270 
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in the same region is insignificant. This indicates that at the bottom of the va­
lence band, the a states have s-type symmetry. 

As in the case of diamond, the bottom of the valence band in graphite may 
be determined by extrapolating the photoelectron spectrum. This extrapolation 
is necessary because the background of inelastically scattered electrons could not 
be correctly subtracted from the experimental curve. The peak in the electron 
energy distribution, situated at 13.8 eV from the Fermi level and separated by a 
minimum from the flat maximum, is probablY due to the high density of states 
in the vicinity of the point pi in the Brillouin zone. 

The X-ray emission spectra have made it possible to establish that the energy 
region in which the a and rr bands overlap is situated 6 eV under the Fermi level, 
which is consistent with the results of calculations. The region of overlapping is 
determined by the states r;-u and rtg. The rapid decrease of intensity as the 
Fermi level is approached, starting at about 4 eV, arises from the fact that in the 
region of localization of the rr states, the contribution of s states is low, and the 
density of states p(E) also decreases rapidly. The width of the valence band de­
rived from the photoelectron spectroscopy data is about 24.0 eV, whereas the 
values calculated by Kortela and Manne [296] and by Painter and Ellis [295] 
were 25.6 eVand 19.3 eV, respectively. The width of the X-ray K emission band 
determined by Beyreuther and Wiech [298] is of the order of 21.7 eV. 

The detailed interpretation of the structure of the energy bands of graphite 
is difficult because of the lack of thorough theoretical calculations. For graphite, 
the complementary use of X-ray emission and photoelectron spectra has proved 
to be useful. If account were not taken of the data from X-ray photoelectron 
spectroscopy, it might have been considered that the valence bandwidth calcu­
lated by Painter and Ellis [295] agreed rather well with experiment [298,300]. 
However, the value obtained by Kortela and Manne [296] is more reliable. 

Inspection of the X-ray photoelectron spectrum of the valence electrons in 
amorphous carbon (see Figure 108) shows that it is more like the spectrum of 
graphite than of diamond. In fact, the dip between the maxima I and II and the 
maximum III in amorphous carbon is less evident than in diamond. Weaire and 
Thorpe [301] have shown that the main features in the structure of the valence 
electron density of states are determined by the atomic properties and short­
range ordering in the crystal, whereas long-range ordering is responsible for the 
fine structure. Therefore, the disappearance of the distinct minimum between 
the peaks I and II indicates that it is an example of long-range ordering. The 
details of the structure of the X-ray photoelectron spectra of amorphous carbon 
are consistent with the carbon atoms existing in trigonal and/or tetrahedral coor­
dination. The most probable is, however, the trigonal coordination. 

Figure 112 shows the X-ray photoelectron spectra of the Is line of carbon 
for diamond, crystalline and microcrystalline graphite, and amorphous carbon. 
In all four spectra, besides the main line, a structure related to the characteristic 
energy losses of photoelectrons is observable. The energy position of the maxima 
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Figure 112. 1 s photoelectron spectra 
of (1) diamond; (2) fine-grained 
graphite; (3) crystalline graphite; 
(4) amorphous carbon. 
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in this structure are given in Table 19. The characteristic loss spectra of amor­
phous carbon are more similar to those of graphite than to those of diamond. It 
is more probable that the maximum PI arises from interband transitions than 
from collective oscillations of rrp electrons. This conclusion is based on the fact 
that the maximum PI is also observed in the spectrum of diamond. 
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TABLE 19. Characteristic Losses in Diamond, Graphite, Microcrystalline Graphite, and 
Amorphous Carbon 

Energy position of the spectral 
structures, e V 

Method of energy 
determina tion Sample PI P2 P3 

XPS calculations Diamond 11.3 25.4 34.1 
12.5 31.1 

XPS calculations Graphite 6.3 28.1 33.3 
7.5 [302] 25.1 

12.5 [303] 

XPS calculations Microcrystalline graphite 5.6 22.0 30.3 
6.7-7.2 22.3-24.1 

XPS calculations Amorphous carbon 5.6 26.5 31.6 
6.1 20.3 

The data obtained for diamond are consistent with those provided by the 
measurement of reflectance [304]. For graphite, microcrystalline graphite, and 
amorphous carbon, the positions of the maxima PI and P2 are in good agreement 
with other experimental data on characteristic losses [302, 305]. However, the 
maximum P 3 has not been observed earlier in graphite and amorphous carbon. 
The energy loss measurements for amorphous carbon provide added confirma­
tion that its electron structure is closer to that of graphite than to that of 
diamond. 

On the basis of X-ray diffraction studies, a series of models has been devel­
oped, which describes the structure of amorphous carbon [306, 307]. The re­
sults that have been described above are consistent with those models in which 
it was presupposed that amorphous carbon has both trigonal and tetrahedral 
bounding. Studies of the X-ray emission spectra of amorphous carbon have es­
tablished that the carbon K spectrum has an intermediate energy position be­
tween the carbon K spectra of diamond and graphite. 

Silicon and germanium are isoelectronic analogues of diamond. The X-ray 
photoelectron spectra of silicon and germanium, like that of diamond, have 
three maxima (Figure 113). Therefore, the first maximum (I) may be attributed 
to the first band, the second (II) to the second band, and the third (III) to the 
third and fourth bands. The first band is mainly of the s type, the third and the 
fourth bands are of the p type, and the second band contains a mixture of both 
sand p states. Therefore, any variation in the ratio (SI + Sn)/Sm of areas under 
the maxima should be related to variations in the ratio of photoionization cross 
sections a(s)/ a(p) of the atomic orbitals. 

To study this problem in more detail, Cavell et al. [286] measured the X-ray 
photoelectron spectra of valence electrons in gaseous C~, Si~, and Ge~ com-



SPHALERITE-TYPE LATTICE 

Figure 113. Valence band photoelectron 
spectra in (J) diamond; (2) silicon; (3) 
germanium. 
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pounds, using a spectrometer specially constructed for the study of gaseous sam­
ples and of free ions. The Kal,Z line of magnesium was used as excitation source. 
As Figure 114 shows, the X .. ray photoelectron spectra in all three cases exhibited 
only two maxima, corresponding to the levels A 1 (s type) and Tz (p type). The 
binding energies of these states were measured with respect to the binding energy 

Figure 114. Valence band photo· 
electron spectra in gases: (a) CH4 ; 

(b) SiH4; (c) GeH4. 
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TABLE 20. Values of Binding Energy and FWHM for the Molecular 
Orbitals of CH4, SiH4, and GeH4 (in eVI 

Ai T2 

Sample EB FWHM EB FWHM 

CH4 23.08 1.71 14.5 2.8 
SiH4 18.01 1.16 12.67 1.69 
Ge~ 18.46 1.17 12.28 1.75 

of the 2s electrons of neon, taken as equal to 4B.72 eV. With the LCAO method 
it is possible to derive the wave functions of these two states (the energy and 
HWHM values are given in Table 20) in terms of atomic sand p orbitals. This 
makes it possible to determine the ratio of photoionization cross sections 
a(s)/ a(p) from the known intensities of the maxima. According to the data in 
Table 21, this ratio changes more, in moving from diamond to germanium, than 
the ratio of peak areas (SI + SId/Sm. This is because the energy bands in solids 
do not have pure s or pure p character. 

A change of the excitation energy from that of Mg-Ko: to that of AI-Ko: does 
not have a significant effect on the photoionization cross section. 

The X-ray photoelectron spectra of silicon and germanium will now be con­
sidered in more detail. The X-ray photoelectron spectrum of the valence elec­
trons of silicon is illustrated in Figure 115. The intensity distribution in the K{3 
emission spectrum confirms the above conclusions regarding the localization of 
s- and p-type states in the valence band of silicon. The X-ray emission spectrum 
of silicon, measured by Nemoshkalenko et al. [277], is illustrated in Figure 115. 
It shows good agreement with the data of Unger [30B], with the exception of 
the enhancement B', which appears more clearly. 

The X-ray emission spectrum of silicon is characterized by a rather clear fine 
structure. Nemoshkalenko et al. [277, 27B] used the information provided by 
this spectrum and that of (3-SiC crystals, to determine the Fourier components 

TABLE 21. Comparison between the Ratios of 
Atomic Photoionization Cross Sections and the 
Ratios of Areas of the Peaks I, II, III in the Photo-

electron Spectra of Diamond, Si, and Ge 

SI + Sn a(s) 
Sample -

SIll a(p) 

Diamond 2.9 ± 0.3 12 
Si 1.6 ± 0.2 3.4 
Ge 0.7 ± 0.1 1.0 



SPHALERITE-TYPE LATTICE 

Figure 115. Electron density of states 
in the silicon valence band, and the cor­
responding photoelectron and X-ray 
emission spectra: (a) density of states; 
(b) photoelectron spectrum; (c) experi­
mental (--) and calculated (- - -) 
X-ray emission Ki3 spectra of silicon; 
(d) experimental (--) and calculated 
(- - -) L 2,3 band of silicon. 
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of the pseudopotential. To find the magnitude of the potential form factors, it 
is only necessary to use the values of energy positions of the high symmetry 
points, obtained from the study of X-ray emission spectra. It turned out that 
such data were indeed sufficient for the determination of the structure of the 
valence bands of silicon and ~-SiC crystals. However, the width of the direct and 
indirect gaps and the structure of the conduction band, determined from the 
X-ray data alone, did not agree with the corresponding optical data. Therefore, 
in determining the potential form factors, Nemoshkalenko et al. [277] also took 
into account the energies of several optical transitions. 
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From the position of the enhancement A, B, C, D, E and from the high­
energy and low-energy limits of the X-ray emission K spectrum, as well as 
from the transition energies E(r lSc - r 2S'V) = 3.4, E(L1C - L3'v) = 3.2, 
E(XlC - X4V ) = 4.1, E(L3C - L3'V) = 5.3 eV, the values of pseudopotential 
form factors VS(3) = -0.233, VS(8) = 0.045, VS(11) = 0.080 Ry were deter­
mined. These values are close to the results obtained by Cohen and Bergstrasser 
[138] . The density of states of silicon was calculated by using 1638 points in 
1/48 of the Brillouin zone, which is equivalent to 61,776 points in the entire 
zone. The result of the calculation was consistent with that obtained by Kane 
[309] , although Kane used the Animalu-Heine pseudopotentia1 form factors 
[120] , modified in such a way as to reproduce the experimental value of the 
width of the band gap in silicon (1.1 eV), and also the electron effective mass 
of the crystal, as determined by the method of cyclotron resonance. 

Figure 115 demonstrates that the structure of the X-ray photoelectron spec­
trum is significantly different from that of the X-ray emission K~ spectrum. This 
can be explained, as in the case of diamond and graphite, by the significantly 
different influence of the transition probability on the shape of the photoelec­
tron energy distribution and the intensity of emitted X-ray quanta. Compari-
son of the density of states with the photoelectron spectrum confirms that the 
photoionization cross section in silicon is higher for 2s electrons than for 2p 
electrons. 

The position of the critical points in the density of states can be determined 
from the experimental curves. For this, it is first necessary to determine the 
relation between the positions of critical points in the smoothed and un­
smoothed theoretical density-of-states curves, on one hand, and the width of 
the excitation line and the instrument aberrations, on the other hand. Table 22 
gives the experimental and theoretical energy values of the high symmetry states 
in the Brillouin zone. These values agree rather well with each other. For the 
states at the bottom of the valence band of silicon, the best agreement with 

TABLE 22. Theoretical and Experimental Values of Energy for the High-Symmetry Points 

Method of energy 
determination L3 X4 W2 

XPS [310, 311) 2.5 ± 0.3 3.9 ± 0.2 
UPSb [3121 1.2 ± 0.2 2.9 ± 0.3 
UPS [313] 
Pseudopotential [138) 1.1 2.8 4.0 
Pseudopotential [314) 1.2 2.9 
OPW [315) 2.7 2.7 

a The energy values are given in electron volts with respect to the top of the valence band. 
bUPS = ultraviolet photoelectron spectroscopy. 
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experiment is given by the results of Chelikowsky and Cohen [314] obtained 
by taking into account the nonlocal character of the potential. For the {J-SiC 
crystal, the X-ray spectroscopy data also give good agreement with the structure 
of the energy bands. 

For the germanium crystal, in contrast to silicon, the states near the point 
L 1 in the k space produce a maximum in the X-ray photoelectron spectrum that 
is much lower than the two other maxima. For germanium, good agreement 
exists between the photoelectron energy distribution and the calculated density 
of electronic states. In the calculation of the density of states by the pseudo­
potential model, an effective electron mass m* was used to achieve optimum 
agreement with experimental data obtained using X-ray photoelectron spectros­
copy and ultraviolet photoelectron spectroscopy. For germanium, m/m* = 
1.089. However, Pandey and Phillips [316] have expressed doubts regarding 
the validity of replacing the electron mass m by the effective mass m* for ger­
manium and GaAs crystals. First, there is no physical foundation for this proce­
dure. Second, the procedure is unsatisfactory even from the empirical point of 
view, since the difference m - m* that has to be introduced to obtain the cor­
rect value of the valence bandwidth has the opposite sign to that which would 
be necessary to improve the agreement with the magnitudes of interband 
energies. 

Figure 116 illustrates the photoelectron spectrum of the valence electrons 
in germanium, measured by Eastman et al. [317] using synchrotron radiation 
of 25 eV as the excitation source. The states situated in the two lowest subbands 
have in this case a somewhat higher excitation probability than the states in the 
upper subband of the valence band. The main peaks and the characteristic fea­
tures in both of these curves agree well with each other. An exception is the 
structure at 0.4 e V observed in the spectrum measured by using photons of 
energy hv = 25 eV. This can be explained assuming the participation of surface 
states in the photoemission process [318] . The ultraviolet photoemission spectra 

of the Valence Band of Sia 

State 

~rin Ll WI L2 r l 

4.7 ± 0.3 6.8 ± 0.2 8.1 ± 0.3 9.3 ± 0.4 12.5 ± 0.6 
4.4 ± 0.3 
4.7 ± 0.2 6.4 ± 0.4 12.4 ± 0.6 

4.5 7.2 8.1 10.2 12.6 
4.5 7.0 9.5 12.4 

6.7 9.4 11.7 
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Figure 116. Valence band photoelectron spectra of germanium at 25 eV (--) and 1486.6 
e V (- - -) excitation energy. 

of germanium give information about the electronic states in the region 4-8 A 
from the sample surface, whereas the X-ray photoelectron spectra characterize 
a layer of 15-30 A thickness. The good agreement between the X-ray photoelec­
tron spectra and the ultraviolet photoelectron spectra indicates that the bulk 
band structure is not changed significantly by the presence of surface states. 
However, the electron emission from the sample surface is superposed on that 
from the bulk, and this superposition seems to give rise to the structure at 
0.4 eV. 

In germanium, an interesting phenomenon is observed, namely, an increase 
in the yield of Auger-electron emission when the energy of ultraviolet quanta is 
changed. Figure 117 shows the curves of photoelectron distributions for differ­
ent energies of exciting photons. At 27.5 eV excitation energy, ionization of 
d electrons of germanium does not occur (it starts at 29 e V). The spectrum 
changes significantly when the excitation energy is increased to 30 e V. This 
change is due to the M4 ,s VV Auger emission, which is superposed on the photo­
emission spectrum excited by the incident photons. The energy of electrons in 

TABLE 23. Theoretical and Experimental Values of Energy for the High-Symmetry Points 

Method of energy 
determination L'3 X4 W2 

Pseudopotential [13 8) 1.1 2.4 3.3 
Pseudopotential [284 J 1.2 3.0 4.0 
OPW (315) 1.2 2.8 
UPS (312) 1.1 ± 0.2 
XPS (284) 2.7 ± 0.3 3.9 ± 0.2 

a The energy values are given in electron volts with respect to the top of the valence band. 
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Figure 117. Valence band photoelectron spectra of germanium, at (a) 27.5 eV and (b) 
30 e V excitation energy. 

the M4 ,s VV Auger spectrum cannot exceed a maximum value determined by the 
energy position of the core d levels with respect to the top of the valence band. 
Therefore, the superposition of the Auger spectrum on the photoemission spec· 
trum may be eliminated by further increasing the energy of exciting photons to 
about 40 eV. 

As can be seen from Table 23, the theoretical and experimental energy values 
of the characteristic features in the band structure of germanium agree well with 
each other. 

of the Valence Band of Gea 

State 

I:rin LI WI L~ r l 

3.8 6.9 8.2 9.9 12.0 
4.4 7.8 9.1 11.0 13.3 

7.4 10.6 12.6 
4.5 ± 0.2 7.7 ± 0.2 10.6 ± 0.3 12.6 ± 0.3 
4.5 ± 0.3 7.4 ± 0.2 8.7 ± 0.3 10.5 ± 0.4 12.8±0.4 
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Energy-Band Structure of A3Bs - and A2B6 -Type Compounds 

The similarity of the structure of the energy spectra of binary semiconduc­
tors and insulators with a crystal lattice of the sphalerite type suggests that their 
X-ray photoelectron spectra reflect characteristics common to all compounds of 
this type. The photoelectron spectra of the compounds investigated in the energy 
region up to 50 e V are illustrated in Figures 118-121. The valence band photo­
electron spectra are characterized by three maxima, which reflect the distribu­
tion of the outermost sand p electrons of the anion and cation. The cation d 
states are localized in the energy region 10-20 e V, and those of the anion in the 
energy region 35-40 eV. In indium and gallium compounds, the 4d states of 
indium and the 3d states of gallium are located below the nondegenerate sub­
band of the valence band. In cadmium and zinc compounds the 4d states of 
cadmium and the 3d states of zinc prevent observation of the photoelectron 
lines corresponding to the lower subband of the valence band. The lines corre-

a 

b 

c 

~ 4dSb 
.:; 
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35 • 75 15 5 0 E, eV Figure 118. Valence band photoelectron 
spectra of" a-GaP; b-GaAs; c-GaSb. 
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Figure 119. Valence band photoelec­
tron spectra of a-InP; b-InAs; c-InSb. 

Figure 120. Valence band photoelectron 
spectra of a-ZnS; b-ZnSe; c-ZnTe. 

221 

a 

I 4dln 

3~A5 t 
J: :. \ "20 II 

l::l i: ;: I Ii ';:::: :. VI\JV' , 
;~: I:· i ,,~, I 
"'. L ~ - , . ",';-=;-,~ 

b 

45 35 25 15 5 0 E, eV 

~ 3dln 
~·-'o V ~ 

---~j~ 
b 

c 

45 35 25 15 5 0 E, eV 



222 

b 

45 35 25 15 5 E, eV 

CHAPTER FOUR 

Figure 121. Valence band photoelectron 
spectra of a-CdS; b-CdSe; c-CdTe. 

sponding to the d states are much more intense than the maxima related to the 
valence band. At a separation of up to about 15 e V from the d peaks, in the 
region of high energy values, a structure with an intensity of about 5-10% of 
the intensity of the d peaks is observed. This structure can be related to the 
excitation of d electrons together with the simultaneous excitation of plasma 
oscillations. To obtain information about the energy states of electrons in the 
valence band from the experimental curves, l' (E), the distribution of elastically 
scattered electrons on the high-bin ding-energy side of the d states maxima was 
used and the background of secondary electrons was subtracted. 

As in the case of diamond, silicon, and germanium, the unit cell in A3Ds and 
A2B6 compounds with sphalerite structure contains two atoms with eight val­
ence electrons. Therefore, the valence band of these crystals consists of four 
completely filled subbands. The top of the valence band in all the compounds 
has r 15 symmetry, and, in the following discussion, energy values will be ex­
pressed as referred to this state. 
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When establishing the correspondence of features observed in the experimen­
tal spectra with theoretically calculated critical points in the energy bands E(k) 
and with the density of electronic states peE), it is necessary to take into ac­
count the magnitude of the spectrometer resolution. Consequently, calculated 
densities of states are smoothed by using the curve of instrumental aberrations 
of the spectrometer. Ley et al. [16] smoothed the curves peE) with a Gaussian 
having for the states at the bottom of the valence band a full-width at half­
maximum (FWHM) of 0.8 e V and for the states at the top of the valence band, 
a HWHM of 0.7 eV. Aleshin [279] used for smoothing a dispersion curve with 
HWHM equal to 0.6 eV. As a result, the features of the curve peE) and of the 
smoothed curve p'(E) will be somewhat shifted with respect to each other. This 
shift should be taken into account in the determination of the energy positions 
of features in the experimental curves /'(E). 

Let us consider the example of GaP (Figure 122), which is typical for this 
class of compounds, to see how relations can be established between the features 
observed in the experimental and theoretical curves. The first, rather flat maxi­
mum at the top of the valence band is situated between the energy states L 3 and 
Xs. This flat portion is even more smoothed in the curve p'(E), but the peaks 
related to L3 and Xs are distinguishable in the photoelectron spectrum. In order 
to determine the energy of the state ~Tin (the high-energy limit of the third 
peak), it can be assumed to a good approximation that ~Tin is situated at an 
energy where the intensity is the average of the intensity at W2 and at the 
minimum. 

Peak II appears because at the surface of the Brillouin zone, the states in the 
second band have rather close energy values. The top of this peak coincides with 
the position of point WI within up to 0.2 eV. It is worth noting that the energy 
position of the top of this peak is usually one of the most accurately determined 
structural features in the photoelectron spectrum. Point X 3 corresponds to the 
high-energy edge of peak II in the photoelectron spectrum. The first energy band 
is correlated with peak I. 

The energy values at points Xl and W4 of this band are nearly coincident. 
To a good approximation, it can be considered that, at these points, the intensity 
is ! of the intensity of peak I. The top of peak I agrees rather accurately with 
the position of point L 1 . 

In the remainder of this chapter, the energy band structure of A3Bs and 
A2B6 compounds will often be discussed in terms of the data from ultraviolet 
photoelectron spectroscopy. The results obtained from X-ray photoelectron spec­
troscopy and ultraviolet photoelectron spectroscopy may be different. Besides 
the difference in resolution, there are three other basic reasons for this discrep­
ancy, namely, the variation of the density of states in the conductivity band, the 
variation of photoionization cross section, and the relaxation effects. In ultravio-
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Figure 122. Correlation between the 
singular points in the photoelectron 
spectrum I (E), the density 0/ states 
prE), the smoothed density o/states 
p' (E), and the electron energy spec­
trum 0/ crystalline GaP. 

TABLE 24. Theoretical and Experimental Values of Energy for the High-5ymmetry Points 

Method of energy 
determination L3 Xs 

XPS [287) 1.2 ± 0.3 2.7 ± 0.2 
UPS [320) 0.8 
Pseudopotential [284) 1.0 2.5 
OPW [315) (with adjusted 0.9 2.3 

parameters) 
OPW [315] (V~=2/3) 0.9 2.3 
ROPW [321) (V~/)b 0.9 2.2 

a Values of energy (eV) are given with respect to the top of the valence band. 
bROPW -relativistic OPW method. 

W2 

3.6 ± 0.2 

3.7 
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let photoelectron spectroscopy, the distribution of the density of states in the 
conduction band is superimposed on the distribution of the density of states in 
the valence band of the crystal. By increasing the photon energy up to values 
characteristic for X·ray photoelectron spectroscopy, the influence of the struc· 
ture of the conduction band can be efficiently eliminated. The photoionization 
cross sections for S,p, d, and! electrons are different, and they may change dif· 
ferently when the excitation energy is increased. The ultraviolet photoelectron 
spectra are determined by the behavior of the wave function of valence electrons 
in the outer atomic region, and the X·ray photoelectron spectra are determined 
by the behavior of the wave function of valence electrons in the vicinity of the 
nucleus. The problem of final·state relaxation effects is completely neglected in 
photoemission spectroscopy, although Spicer [319] has drawn attention to these 
effects. Since, in the calculation of energy bands, the exchange potential is not 
taken to be of the Hartree-Fock type, but of the Slater type, the Koopmans' 
corrections should be added to the energy values obtained. For deeply lying 
valence bands, the relaxation in the final state results in a shift of the structural 
particularities upwards, towards the top of the valence band. Particularly large 
will be the shift of the states situated at the bottom of the valence band. This 
shift upward is revealed by p(fl) curves derived by any self-consistent energy· 
band calculation, without introduction of corrections related to the relaxation 
of electron states in the valence band of crystals. 

From Table 24, it is evident that differences exist between the data from 
X·ray photoelectron spectroscopy and from ultraviolet photoelectron spectros· 
copy. The difference between energy values increases toward the bottom of the 
valence band. For GaP, rather good agreement is observed between the theoreti· 
cal and experimental energy values. This is also the best agreement of all the 
calculations performed by the pseudopotential method. 

of the Valence Band of Crystalline Gapa 

State 

l:rin WI X 3(L l ) Xl Ll rl 

4.0 ± 0.2 6.5 ± 0.2 6.9 ± 0.2 9.6 ± 0.3 10.6 ± 0.3 13.2 ± 0.4 
4.1 6.9 9.7 11.8 
4.1 6.6 6.9 10.9 11.7 13.6 

6.1 9.2 10.0 11.8 

6.1 9.4 10.1 11.9 
6.1 9.5 10.3 12.0 
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Figure 123 illustrates the photoelectron spectra of valence electrons in GaAs, 
and also the X-ray emission K{3 spectrum of gallium in GaAs. It is seen that the 
transition probability affects the shape of the X-ray photoelectron spectrum and 
the X-ray emission spectrum differently. Since transitions from s states to the 
Is level are forbidden, the presence of transitions from the nondegenerate sub­
band of the valence band confirms the existence of hybridization between sand 
p states in this nondegenerate subband. However, the detailed structure of the 
valence band of the GaAs crystal is less clearly represented in the X-ray emission 
spectra than in the X-ray photoelectron spectra, because of the significant 
width of the inner K level (half-width of the order of 0.9 e V). For the GaAs 
crystal, rather good agreement is observed between the structure of the electron 
spectra and the density-of-states curve, as well as between the experimental and 
theoretical values of the energy position of the structural particularities of the 
valence band (see Table 25). Characteristic for the photoelectron spectrum of 
GaAs is the absence of a deep minimum between the degenerate and nondegen­
erate parts of the valence band, which indicates that the background of inelasti­
cally scattered electrons cannot be adequately subtracted from the X-ray photo­
electron spectrum. 

In the case of GaSb crystal (Figure 124), a significant discrepancy (1.2 e V) 
in the position of peak II in the degenerate part of the valence band is observed. 
The data in Table 26 show that the calculated energy values of the critical points 
in the GaSb crystal are consistent with the experimental values. 

For the InP crystal, as can be seen from Figure 125, rather good agreement 
is observed between the X-ray photoelectron spectra and the calculated structure 
of the valence band. The density of electron states was calculated using the form 

TABLE 25. Theoretical and Experimental Values of Energy for the High-Symmetry Points 

Method of energy 
determination 

XPS [16] 
UPS [320] 
Pseudopoten tial [284] 
OPW [315] (with adjusted 

parameters) 
OPW [315] (V:X=2/3) 

ROPW [321] (V~j3) 
SOPWb [3221 (V~2/3) 
SOPW [322] (V~l) 

L3 

1.4 ± 0.3 
0.8 
0.9 
0.9 

1.0 
1.1 
1.0 
1.0 

Xs 

2.5 ± 0.3 

2.5 
2.3 

2.3 
2.4 
2.5 
2.3 

4.0 ± 0.2 

3.5 

3.4 
3.0 

a Values of energy (in electron volts) are given with respect to the top of the valence band. 
bSOPW-self-consistent OPW method. 
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Figure 123. Density of states, X-ray 

.c; Xs 
:J \ /"4 emission spectrum, and photoelectron -e 

spectrum of crystalline GaAs: 1-valence Cb 

band photoelectron spectrum of crystal- ct 

line GaAs; 2-X-ray emission K spectrum rfS 
of gallium in crystalline GaAs; 3-electron / 
density of states. 10 5 0 E,eV 

of the Valence Band of Crystalline GaAsa 

State 

~Tin WI X 3(L I ) XI LI rl 

4.4 ± 0.2 6.1 ± 0.1 7.1 ± 0.2 10.7±0.3 12.0 ± 0.5 13.8 ± 0.4 
4.1 6.9 10.0 12.9 
3.9 6.6 6.8 11.4 13.8 

5.5 10.7 11.1 12.4 

6.3 9.7 10.4 12.0 
6.4 10.2 10.9 12.4 

4.0 6.2 6.6 9.2 10.1 11.9 
3.3 6.0 6.3 9.5 10.2 11.8 
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Figure 124. Electron density of states and valence band photoelectron spectrum of crys· 
talline GaSb. . 

factors of Cohen and Bergstrasser [138]. Investigation of the X-ray photoelec­
tron spectra leads to an interpretation of some of the structural particularities of 
the X-ray K and L emission spectra of phosphorus in crystalline InP [323,324]. 
In Figure 125, the main features in the K and L spectra are shifted on the energy 
scale by about 0.7 eV, which may, for example, be due to incorrect scaling of 
the K and L spectra by Wiech [323] , and also to the different influence of tran-

TABLE 26. Theoretical and Experimental Values of Energy for the High-Symmetry Points 

Method of energy 
determina tion L3 Xs W2 

XPS [16) 1.3 ± 0.2 2.7 ± 0.2 2.6 ± 0.2 
OPW [315) (with adjusted 0.9 2.2 

parameters) 
OPW [315) (Ve~=2/3) 1.1 2.4 
ROPW [321) (V~l) 1.2 2.5 

aYalues of energy (in electron volts) are given with respect to the top of the valence band. 
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Figure 125. Electron density of states, 
valence band X-ray emission spectrum, 
and valence band photoelectron 
spectrum of crystalline InP: 1-valence 
band photoelectron spectrum of crys­
talline InP; 2-X-ray emission L2 3 

band of phosphorus in crystallin; InP; 
3-electron density of states. 

r, Q 
~~2~5~~m~~'~5~~~~~~-~-e--V 

sition probabilities on the shape of these spectra. In the X-ray emission L spec­
trum of phosphorus, an enhancement on the high-binding-energy side of the 
main peak is observed. The nature of this enhancement remained unclear as long 
as data from X-ray emission spectroscopy alone were used. Investigation of the 
photoelectron spectra of valence electrons in InP suggested that this enhance­
ment might arise from a contribution from the 4d electrons of indium to the 
X-ray emission spectra of phosphorus. This would confirm that the overlapping 
integral of 2p electron wave functions of phosphorus and 4d electron wave 
functions of indium in InP compound is finite. As the data in Table 27 show, 
good agreement exists between theoretical and experimental results. 

The X-ray photoelectron spectra and the valence band density of states of 
the compound InAs are shown in Figure 126. The density-of-states calculation 
was performed using the form factors taken from the work of Cohen and Berg­
strasser [138] . Again, good agreement is observed between the photoelectron 

of the Valence Band of Crystalline GaSba 

State 

~~n WI X 3(L I ) XI LI rl 

3.8 ± 0.2 6.4 ± 0.1 6.9 ± 0.3 9.4 ± 0.2 10.3 ± 0.3 11.6 ± 0.3 
5.2 9.8 9.9 11.1 

6.3 7.9 9.0 10.7 
6.9 8.9 9.7 11.3 
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TABLE 27. Theoretical and Experimental Values of Energy for the High·Symmetry Points 

Method of energy 
determina tion L3 Xs W2 

XPS [16] 1.0 ± 0.3 2.0 ± 0.2 2.5 ± 0.2 
OPW [325] (with adjusted 0.6 1.7 

parameters) 
OPW [325] (Ve~=2/3) 0.6 1.7 
ROPW [321] (V~l) 0.7 1.6 

aYalues of energy (in electron volts) are given with respect to the top of the valence band. 

TABLE 28. Theoretical and Experimental Values of Energy for the High-8ymmetry Points 

Method of energy 
determination L3 Xs W2 

XPS [16] 0.9 ± 0.3 2.4 ± 0.3 2.7±0.3 
OPW [325] (with adjusted 0.6 1.7 

parameters) 
OPW [325] (V:X=2/3) 0.7 1.8 
ROPW [321] (V~IJ) 0.8 1.9 

aYalues of energy (in electron volts) are given with respect to the top of the valence band. 

spectra and the density of states of valence electrons. Table 28 shows the calcu­
lated and experimental values of the energy of singular points of crystalline InAs. 

The last indium compound to be discussed in the present context is InSb. 
Figure 127 illustrates the valence band photoelectron spectra as well as the struc­
ture of the valence band, calculated by the pseudopotential method taking into 
account spin-orbit interactions. The theoretical and experimental energy val· 
ues are given in Table 29. 

Figure 126. Valence band density of 
states (- - -) and photoelectron spec· 
trum (--) of InAs. The theoretical 
curve is smoothed by a dispersion curve 
with 0.3 eV half width. 
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of the Valence Band of Crystalline Inpa 

State 

~rin WI X 3(L I ) 

3.2 ± 0.2 5.4 ± 0.2 5.9 ± 0.2 
4.6 

4.5 
4.6 

of the Valence Band of Crystalline InAsa 

State 

~rin WI X 3(L I ) 

3.3 ± 0.2 5.8 ± 0.2 6.3 ± 0.2 
4.7 

4.7 
5.1 

Figure 127. Valence band density of 
states and photoelectron spectrum of 
crystalline InSb. The theoretical 
curve is smoothed by a dispersion 
curve of 0.3 e V half-width. 
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XI LI r l 

8.9 ± 0.3 10.0 ± 0.3 11.0 ± 0.4 
9.7 10.1 11.1 

9.0 9.4 10.6 
9.2 9.7 10.8 

XI LI r l 

9.8 ± 0.3 10.6 ± 0.3 12.3 ± 0.4 
10.3 10.6 11.5 

9.4 9.8 10.8 
10.0 10.4 11.4 
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TABLE 29. Theoretical and Experimental Values of Energy for the High-Symmetry Points 

Method of energy 
determination L3 Xs W2 

XPS [16] 1.4 ± 0.3 2.4 ± 0.4 3.1 ± 0.2 
UPS [320] 1.05 
Pseudopotentiai [284] 1.2 2.1 2.8 
OPW [325] (with adjusted 0.7 1.8 

parameters) 
OPW [325) (V:X=2/3) 0.8 1.9 
ROPW [321) (V~iJ) 1.1 2.1 

a Values of energy (in electron volts) are given with respect to the top of the valence band. 

Let us now consider the compounds of zinc (ZnS, ZnSe, ZnTe). Their X-ray 
photoelectron spectra are shown in Figure 128, with the calculated and the ex­
perimental energy values of the singular points of the valence zone given in 
Tables 30-32. Comparison of Figure 128 with Figure 120 shows that in Figure 
128 the contribution of d states to the photoelectron spectrum has already been 
subtracted. In Figure 120, however, owing to the overlapping of the intense 
d-electron spectrum with the nondegenerate subband of the valence band, this 
contribution is difficult to estimate correctly. In such a case, use of the method 
of X-ray emission spectroscopy is particularly useful. As Figure 129 shows, the 
K{3line of zinc in the compound ZnSe allows the determination of the energy 
position of the bottom of the valence band. In compounds with a crystal lattice 
of the sphalerite type, the sand p states at the bottom of the band are hybri­
dized, and the presence of the mixture of p states allows identification of the 
K X-ray emission spectrum from this sub band. It is to be noted that, in the 
energy region of the d state of zinc, the X-ray emission spectrum of zinc in the 
compound ZnSe does not exhibit any structure. The d ~ s transitions are of 
quadrupole type. The absence of any enhancement in the emission spectrum 
that would correspond to this transition confirms that no hybridization of d 
and p states occurs. 

In the series of cadmium compounds CdS, CdSe, CdTe, the density of states 
have been calculated only for CdTe by using the pseudopotential method, with 
[284] and without [148] account being taken of spin-orbit effects. The 
shapes of the density-of-states curves obtained in these works are similar. Figure 
130 shows the density of states in the valence band of CdTe, as calculated by 
Aleshin [279] . The peak of the d states of cadmium does not allow a better 
identification of the region of localization of the lower sub band of the valence 
band. The figure shows that the calculation does not give the correct position 
of this subband, since the maximum in the density of states which corresponds 
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of the Valence Band of Crystalline InSba 

State 

~?"n WI X 3(L I ) 

3.4 ± 0.2 5.9 ± 0.2 6.4 ± 0.2 
3.65 6.5 
3.2 5.7 6.2 

4.7 

5.0 
5.7 

Figure 128. Valence band photoelectron 
spectra of (a) ZnS; (b) ZnSe; (c) ZnTe 
after subtraction of the background of 
inelastic electron scattering. 
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XI LI fl 

9.5 ± 0.2 10.5 ± 0.3 11.7 ± 0.3 
9.0 11.2 
9.5 10.1 11.3 
9.0 9.3 10.2 

7.7 8.3 9.6 
8.8 9.3 10.5 

-' 

10 
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TABLE 30. Theoretical and Experimental Values of Energy for the High·Symmetry Points 

Method of energy 
determination L3 Xs 

XPS [16) 1.4 ± 0.4 2.5 ± 0.3 3.0 ± 0.2 
OPW [326) (with adjusted 0.3 1.1 

parameters) 
OPW [326) (V~=2/3) 0.4 1.2 
ROPW[16) (V~.b 0.5 1.3 
SOPW [326) 0.6 1.6 2.0 
KKR [327) 0.6 1.4 
APW [328) 0.9 1.7 

aYalues of energy (in electron volts) are given with respect to the top of the valence band. 

TABLE 31. Theoretical and Experimental Values of Energy for the High-Symmetry Points 

Method of energy 
determina tion 

XPS [16) 
UPS [320) 
Pseudopotentiai [284) 
OPW [315) (with adjusted 

parameters) 
OPW [315) (V~=l) 
ROPW [16) (V~1) 
SOPW [322) (V~=2/3) 
SOPW [322) (V~=1) 
KKRb [327) 

L3 

1.3 ± 0.3 
0.7 
0.9 
0.4 

0.4 
0.7 
0.7 
0.7 
0.6 

Xs 

2.1 ± 0.3 

2.1 
1.4 

1.3 

1.6 
2.0 
1.6 
1.3 

2.6 ± 0.2 

3.3 

2.7 
2.3 

aYalues of energy (in electron volts) are given with respect to the top of the valence band. 
bKKR = the method of Green's functions. 

TABLE 32. Theoretical and Experimental Values of Energy for the High-Symmetry Points 

Method of energy 
determination L3 Xs W2 

XPS [16) 1.1 ± 0.3 2.4 ± 0.2 2.7 ± 0.2 
OPW [315) (with adjusted 0.5 1.4 

parameters) 
OPW [315] (Vea=l) 0.6 1.5 
ROPW [16) (V~!) 1.0 2.0 
KKR [327) 0.6 1.6 

aYalues of energy (in electron volts) are given with respect to the top of the valence band. 
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of the Valence Band of Crystalline ZnSa 

State 

~rin Wl X 3(L l ) Xl Ll r l 

3.4 ± 0.3 4.9 ± 0.2 5.5 ± 0.2 12.0 ± 0.3 12.4 ± 0.3 13.5 ± 0.4 
3.5 

3.5 
3.8 11.2 11.5 12.2 

2.1 3.7 4.2 10.0 10.6 11.7 
2.1 3.3 11.9 12.1 12.6 

3.4 13.4 13.4 14.0 

of the Valence Band of Crystalline ZnSea 

State 

~rin Wl X 3(L l ) Xl Ll r l 

3.4 ± 0.2 5.2 ± 0.2 5.6 ± 0.3 12.5±0.4 13.1 ± 0.3 15.2 ± 0.6 
3.4 5.3 
3.8 5.3 5.9 14.2 14.5 15.8 

3.7 

3.8 
4.2 11.6 11.9 12.6 

3.1 4.5 4.7 10.4 10.8 11.8 
4.5 4.2 4.4 10.5 10.9 11.8 
2.2 3.6 12.0 12.2 12.6 

of the Valence Band of Crystalline ZnTea 

State 

~rin Wl X 3(L l ) Xl Ll rl 

3.2 ± 0.3 5.1 ± 0.2 5.5 ± 0.2 11.6 ± 0.3 12.0 ± 0.3 13.0 ± 0.4 
3.7 

4.3 
5.0 10.2 10.6 11.5 

2.8 4.3 9.6 9.7 10.5 
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Figure 129. Valence band density of 
states, X-ray emission spectrum, and 
photoelectron spectrum of crystalline 
ZnSe: (a) photoelectron spectrum; (b) 
X-ray emission K spectrum of zinc in 
crystalline ZnSe; (c) electron density of 
states .. The theoretical curve is smoothed 
by a dispersion curve of 0.3 e V half 
width. 

TABLE 33. Theoretical and Experimental Values of Energy for the High-Symmetry Points 

Method of energy 
determination L3 Xs Wz 

XPS [16] 0.9 ± 0.3 1.8 ± 0 .. 2 2.2 ± 0.3 
UPS [320] 0 .. 7 
Pseudopotential [284] 1.0 1.5 2.0 
OPW [315] (with adjusted 0..4 1.1 

parameters) 
OPW [3151 (V~=1) 0.4 1.1 
ROPW [16] (V~l) 0.8 1.6 
KKR [327] 0.6 1.4 

aValues of energy (in electron volts) are given with respect to the top of the valence band. 
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Figure 130. Valence band photo. 
electron spectrum (a) and electron 
density of states (b) of crystalline 
CdTe. The theoretical curve is 
smoothed by a dispersion curve of 
0.3 eV half width. 
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to this subband is not observed at energies greater than that of the maximum in 
the d states in the photoelectron spectrum. Table 33 indicates that, for the 
degenerate part of the valence band, the calculated energy values agree with the 
experimental values. 

Figure 131 shows the photoelectron spectra of CdS and CdSe after subtrac­
tion of the background of electron inelastic scattering and the contribution of 
d states. 

of the Valence Band of Crystalline CdTea 

State 

l:fin 

2.7 ± 0.3 
2.8 
2.7 

2.1 

4.5 ± 0.2 

4.3 

5.1 ± 0.2 
4.7 
4.6 
3.0 

3.1 
3.9 
3.5 

8.8 
10.6 

10.1 
8.7 

10.3 
9.2 

11.8 

10.8 
10.3 
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Figure 131. Valence band photoelec­
tron spectra of (lJ CdS and (2J CdSe 
after subtraction of the background of 

E, e V inelastic electron scattering. 

Binary compounds differ from the mono atomic crystals of diamond, silicon, 
and germanium in having a forbidden band between the top of the valence band 
and the subband of nondegenerate states. For monatomic crystals the sym­
metry group includes inversion, and therefore the states at the point X are 
degenerated. In compounds, however, the magnitude of band splitting at this 
point depends-as has already been pointed out by Cohen and Bergstrasser 
[138] -on the antisymmetric form factors of the pseudopotential and, conse­
quently, on the ionic character of the compounds. A general tendency has be"en 
observed, namely, an increase of the splitting when passing from A3BS com­
pounds to A2B6 compounds. Grobman et al. [329] used the two-band model 
to show that the magnitude of the splitting is close to the parameter C intro­
duced by Phillips [330] , which is determined by the magnitude of the antisym­
metric Fourier component of the potential. 

A more detailed study of this problem has been performed by Harrison 
[331] with a model in which hybridized sand p states were taken into account. 
The author constructed for each atom the Sp3 hybrid orbitals directed toward 
the four nearest neighbors. Thus, for the anion, such an orbital may be expressed 
as follows: 

where Ipa) is a linear combination of p-type states. The orbitals of each atom in 
the crystal are orthogonal to each other. The mean value of the Hamiltonian for 
the 'Pa orbital is given by the expression 

FP = (cPa I H I CPa) = + (Sf + 3e~), 
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where f~ = (sa IH I sa) and f~ = (pa IHI pa). Similar expressions may be written 
for the wave function l'Pc) and the energy fC of the cation. V3 = ! (fC - fa) is 
one of the basic parameters of the model, and it describes the change in the 
polarity of the binding. It is to be expected that the electrons would be trans­
ferred toward the anion if V3 has positive values. Though the hybrid orbitals of 
any atom are orthogonal, two hybrid orbitals are correlated by a nonzero matrix 
elements of the Hamiltonian. The second important parameter is 

I (a a) = T lOp- lOs , 

where the sign is chosen in such a way that Vf will be positive. The parameter 
Vf can be determined in a similar way. 

Let us now find the matrix element of the Hamiltonian between two hybrid 
orbitals of a single binding: 

Here, the sign is chosen so that the parameter V2 may be considered as positive. 
Let us consider for each binding the linear combination of hybrid orbitals that 
yields the minimum energy 

where u~ + u~ = 1. Here, Ua and Uc are given by the following expressions: 

where 

The matrix element ('P IHI 'P) is given by 
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By using the matrix elements between two binding orbitals of the anion and 
cation, the following parameters can be determined: 

A = - (cp I HI cp')a = + (1 + ctp ) vt 

c = - (cp I H I cp' Y = -} (l - ctp) Vf. 

Knowing the matrix elements, the energy bands can also be calculated. For this 
purpose, Harrison [331] used, as basis functions, combinations of binding orbi­
tals having the orientation a: 

where the sum is performed over N positions of the vector Rj defming the 
middle point of the binding a. For each state k, the wave function is expressed 
as the sum of four Bloch functions with different a values. By analyzing the 
secular equation obtained, the magnitude of the splitting of energy bands can be 
determined. In the above model, this splitting is given by /lE(x 1 - x 3) = 
41A - CI. Figure 132 shows that the experimental values agree satisfactorily 
with the theoretical ones. 

The spin-orbit term in the Hamiltonian is given by the expression 

Hs-o=- -- L·S a 2 (I UV) 
2 f Uf ' 

where a is the fine-structure constant, V is the electrostatic potential, and Land 
S are the orbital and spin momenta, respectively. 

10 

• CdTe 
• Go As 

InSb 

NaCl • 

Ge,Si Figure 132. Correlation between exper-
o fll"'-"L.......J..----'---'---=--J......I----'-......I--"-:--'--L.......J..-:-;-:~ imen tal an d th eore tical values of valence 

5 10 4(A-C) band energy splitting at the point X. 
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Comparison of the magnitudes of the splitting !:lEs- o for different charge 
states of the free ions [332] has shown that for the given configuration of d 
electrons, the spin-orbit splitting increases with increasing ionic charge, but 
not more than 2% per unit change in charge_ Transition from the configuration 
d 9 to the configuration d 8 results in a significantly greater change in the magni­
tude of spin-orbit splitting (typically 7%). The magnitudes of spin-orbit split­
ting in the d states of cations and anions in A3BS and A2B6 compounds given in 
Tables 34 and 35 show that, for core d electrons of atoms in a tetrahedral struc­
ture, !:lEs - o does not increase significantly (it increases less than 1 %) as com­
pared with the corresponding values in free ions. The compounds of tellurium 
are an exception. For these the spin-orbit splitting increases by 2.8%. In metals 
(indium, cadmium, and lead) !:lEs-o is 7%, 4%, and I % greater than the values 
obtained for free ions, respectively. An even greater difference is observed for 
zinc. In zinc !:lEs-o = 0.54 eV [333], although in free ions of zinc (Zn II) its 
value is only 0.34 eV [334]. For lead and antimony no increase of the spin­
orbit interaction was observed when passing from free ions to compounds. The 
observed variations in the magnitude of !:lEs- o arise from multiplet splitting in 
the crystal field. Thus, because of the spin- orbit interaction and the octahedral 
crystal field, the energy levels of d electrons are split into the doubly degener­
ated level r 7 with energy E(r 7) = -4Dq + t and the two r 8, four-times-

TABLE 34. Spin-Orbit Splitting of the Cation d States in the Compounds A3BS and A2B6 

Magnitude of 
Sample Level Lattice type the splitting (eV) Ref. 

GaP 3dGa Sphalerite 0.4 [336] 
GaAs 3dGa Sphalerite 0.4 [336] 
GaSb 3dGa Sphalerite 0.4 [336] 

InP 4dIn Sphalerite 0.78 [336] 
InAs 4dIn Sphalerite 0.82 [336] 
InSb 4dIn Sphalerite 0.84 [336] 
In (metallic) 4dIn Tetragonal 0.91 [336] 
In III (free ion) 4dIn 0.85 [336] 

CdTe 4dCd Sphalerite 0.70 [320] 
CdS 4dCd Sphalerite 0.76 [337] 
CdSe 4dCd Sphalerite 0.87 [337) 
Cd (metallic) 4dCb Hexagonal 0.95 [333] 
Cd II (free ion) 4dCd 0.67 [334] 

PbS 5dPb NaO type 2.58 [338] 
PbSe 5dPb NaCI type 2.61 [338] 
PbTe 5dPb NaCI type 2.61 [338] 
Pb (metallic) 5dPb Face-centered cubic 2.66 [333) 
Pb IV (free ion) 5dPb 2.64 [334] 
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TABLE 35. Spin-Orbit Splitting of the Anion d States in the Compounds A3BS and A2B6 

Magnitude of 
Sample Level Lattice type the splitting (eV) Ref. 

GaSb 4dSb Sphalerite 1.21 [16] 
InSb 4dSb Sphalerite 1.22 [16] 
Sb (metallic) 4dSb Rhomboid 1.25 [339] 
Sb V (free ion) 4dSb 1.24 [334] 

ZnTe 4dTe Sphalerite 1.47 [16] 
CdTe 4dTe Sphalerite 1.44 [16] 
HgTe 4dTe Sphalerite 1.44 [16] 
Te (metallic) 4dTe Hexagonal 1.51 [339] 
Te VII (free ion) 4dTe 1.41 [334] 

HgTe 5dHg Sphalerite 1.77 [16] 
HgSe 5dHg Sphalerite 1.81 [337] 
HgS 5dHg Sphalerite 1.79 [337] 
Hg (liquid) 5dHg 1.83 [16] 
Hg II (free ion) 5dHg 1.80 [334] 

degenerate levels 

£1 (f,,) = 6Dq + V ~ £COS{:), 

1 ;-
Edfs) = -4Dq -2£- t ~Ecose 2 - , 

where ~ is the magnitude of spin-orbit interaction and () is given by the equation 

y6~ tan 2{:) = - -----'---"-,,---­
I 

IODq+ -2 ~ 

These results may also be used for the tetrahedral field since it also splits the d 
levels into the t2g and eg components, which in this case are in the reverse order. 
In the above formula, -1 ODq can be replaced by the empirical splitting param­
eter B. Moreover, all the constant factors can be included in B. The spin-orbit 
interaction constant is negative for hole states, while B may change sign in A3BS 
and A2B6 compounds. Figure 133 shows ~Ed [in energy units (5/2)1~1] versus 
B for hole states in a tetrahedral field. Here, ~ is fixed and B is variable. If the 
lines are narrow, then the photoelectron spectrum should exhibit three peaks. 
However, if the lines are rather broad, the effects caused by the crystal field 
result in a redistribution of the intensity of two photoelectron lines. 
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Figure 133. Spin-orbit splitting and crystal 
field splitting of d states in crystals with a 
sphalerite-type lattice. [B is given in units of 
(5/2) Itl.] 
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E 

Evidently, for tellurium compounds the ratio IB/~I is approximately 0.5, and 
B is negative. Ley et al. [332] have analyzed the possible splittings for hexagonal 
crystals. They have also used the experimentally determined values of tlEs- o to 
evaluate the constants that characterize the crystal field splitting of energy levels. 

To illustrate the influence on tlEs- o of the symmetry of surrounding atoms 
in crystals, Figure 134 shows the 4d doublet of cadmium for both the alloy 
Ag90Cd lO and pure cadmium. The latter was evaporated onto a gold substrate 
in a sufficient amount to form a monolayer of cadmium. Cadmium atoms in a 
cubic lattice are characterized by a tlEs- o value close to that corresponding to 
free atoms. For cadmium evaporated onto gold, the magnitude of spin-orbit 
splitting is also small, and therefore, because of the low dissociation energy of 
cadmium atom clusters, it follows that in this case tlEs- o reflects the properties 
of separate cadmium atoms. When atomic clusters are formed on the surface, 
the magnitude of tlEs - o increases. 

Thus, the variation of the magnitude of spin-orbit interaction in compounds, 
as compared to free atoms and ions, is determined by the influence of the crystal 
field on tlEs _ o' The acquisition of quantitative data regarding this problem, 
however, still requires a large amount of work. 

Chemical Shifts of Core Levels 

As we have shown in Chapter 2, the binding energy values of core-level elec­
trons are sensitive to the charge distribution of valence electrons and can thus be 
used for the determination of the ionic character of compounds. In the determi­
nation of binding energies of core electrons in compounds, however, account 
must be taken of the possible oxidation of the surface layer of the sample under 
investigation, as well as effects arising from electrostatic charging. As a conve­
nient reference point for estimating the values of binding energies, the top of the 
valence band of the crystal is often used. In this case, the absolute value of bind­
ing energies may be found by adding the value of the work function of the sam-
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Figure 134. Valence band photoelectron 
spectra of (1) cadmium; (2) Ag90Cd lO; 

9 E, eV (3) cadmium on gold substrate. 

pIe. Shevchik et al. [336] proposed a formula for the chemical shift of cation 
core levels, which is much simpler than the formulas (30) and (31): 

11 E = I1qe ( A (r)c _ ~ ') 
c 'c R I 

where r c has a value close to the ionic radius of the cation; R is the distance 
between the cation and the nearest anion;A(r) is a geometrical factor that 
accounts for the particularities of the distribution of the density of electronic 
charge; and t:.q is the magnitude of the charge transferred from the cation to the 
anion. The magnitude of cation charge in compounds with a sphalerite-type lat­
tice can, according to the work of Phillips [330], be expressed as follows: 
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where Ii is the ionicity. Then 

!1q = Z - 4e (l - tJ 

The magnitude of the shift D.Ec is given by 

It should be noticed that this formula describes the shift of the given cation core 
level with respect to the vacuum level of the sample. The similar expression for 
the shift of anion core levels is 

The model described above for calculating chemical shifts gives less accurate 
results for anions, because in this case it is more difficult to determine the exten· 
sion and the shape of the charge distribution at the anion. The expression A(r) 
for a charge distribution shaped like a spherical shell with radii r + r and r may 
be written as follows: 

l-r2 
1- r 3 

Estimation of r on the basis of the electron charge distribution in atoms yields 
the value r ~ 0.5. Table 36 gives the data obtained by Shevchik et al. [336] on 
the shift of 3d, 4d, and Sd core levels in pure metals as compared to those in a 

TABLE 36. Energy Shifts of Cation 3d, 4d, 5d Levels with Respect to Their Position in 
Metals 

Compound e../ e..EVB e..EK A (r = 1) B (r = 0) C (r = 1/2) 

GaAs 0.24 -0.3 -1.7 -0.22 -1.41 -0.90 
GaSb 0.045 -0.4 -1.1 -0.06 -0.29 -0.19 
InP 0.69 0.05 -1.6 0.39 -2.49 -1.12 
InAs 0.47 0.25 -1.0 0.15 -1.77 -0.93 
InSb 0.27 0.05 -0.7 -0.02 -1.17 -0.69 
ZnSe 0.7 0.81 -1.65 -0.43 -3.85 -2.48 
ZnTe 0.18 0.37 -1.19 -0.24 -0.86 -0.67 
CdS 0.72 1.54 -1.56 -0.11 -2.98 -1.65 
CdSe 0.79 1.16 -1.34 -0.12 -3.50 -2.1 
CdTe 0.69 0.66 -1.44 -0.52 -3.50 -2.2 
HgS -0.6 -3.0 
HgSe 0.66 -1.9 -2.9 0.06 -2.46 -1.35 
HgTe 0.72 -2.3 -3.7 -0.32 -3.37 -2.08 
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number of compounds of A3BS and A2B6 type. In the third column the energies 
of the core levels were measured with respect to the top of the valence band 
(E VB), whereas in the fourth column they were measured with respect to the 
vacuum level (EX). The table also shows the values of the shifts predicted by the 
potential model for three particular cases A, B, C corresponding to values of r of 
1,0, and t. 

Shifts determined with respect to the top of the valence band have small 
negative values for gallium compounds, small positive values for indium com­
pounds, large positive values for zinc and cadmium compounds, and large nega­
tive values for mercury compounds. 

The change in sign indicates that in the determination of core-level shifts 
it is wrong to use binding energy values measured with respect to the top of the 
valence band. In fact, the cation transfers part of its charge to the anion, and, 
consequently, the binding energy of the cation core electrons is increased. Using 
the first model (model A) for the study of shifts, the values obtained for the 
shifts in InP, InAs, and HgSe are positive, because of geometrical factors. If the 
binding energies are measured with respect to the vacuum level it follows that 
all the experimental shifts are negative. Model C describes the compounds of 
indium, zinc, and cadmium well, and model B describes the compounds of mer­
cury successfully. However, for mercury the chemical shifts were determined 
with large error (±l.0 eV), although for all the other compounds studied the 
error amounted to ±O.l eV. The large values of the chemical shifts in HgTe and 
HgSe compounds are explained in both model B and model C as being due to the 
geometrical factor, because the magnitudes of the charges /::.q for these com­
pounds practically coincide. The anomalously small value of the predicted shift 
for GaSb arises from the low value of the charge /::.q determined from the ion­
icity k 

Influence of the Disordered Distribution of Atoms 
on the Density of States of Valence Electrons 

Disordered solids may be grouped into two classes. The first class consists of 
solids for which the disorder has a more qualitative character, the atoms being 
distributed randomly at the sites of the crystal lattice, so that each site can take 
an atom of any type. If the system contains only two types of atoms, A and 
B, then the electron structure can be studied by using the theoretical models 
developed within the theory of disordered binary alloys. 

For solids in the second class, the disorder has a spatial character. For exam­
ple, the system may contain atoms of only one type, which, however, do not 
exist as a periodic crystal lattice ; that is, a disorder exists in the spatial distribu­
tion of the atoms. A particular case of spatial disorder, in which the disordered 
system exhibits the same coordination of nearest neighbors but different binding 
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Figure 135. Various disorder types in solid 
state materials: (a) ideal order; (b) disorder of 
a binary alloy; (c) space disorder; (d) topolog­
ical disorder. 
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lengths, is the topological disorder. The types of disorder mentioned above are 
illustrated in Figure 135. 

The amorphous semiconductors-silicon and germanium-are characterized 
by topological disorder. In describing the amorphous semiconductors, it can be 
assumed that the deviation in binding lengths and angles from their values in 
crystals amounts to, say, 10%. 

Weaire and Thorpe [301] studied the electron structure of amorphous sili­
con and germanium by using the tight-binding approximation. Joanopoulos and 
Cohen [340] used the pseudopotential method to calculate the simple tetrag­
onal structure of silicon and germanium with 12 atoms in each elementary cell 
CST = 12). As Figure 136 shows, the X-ray photoelectron spectra of crystalline 
and amorphous silicon and germanium obtained by Pollak [341] and Ley et al. 
[342] using an HP-5950A electron spectrometer are significantly different. The 
s-type bands in amorphous germanium and silicon do not exhibit two separated 
peaks in the density-of-states curve. The density of states calculated by Joanno­
poulos and Cohen [340] confirms the experimentally determined structure of 
the X-ray photoelectron spectra of materials in the amorphous state. 

Ley et al. [342] measured the X-ray photoelectron spectra of arsenic, anti­
mony, and bismuth in the crystalline as well as the amorphous states, by using 
an HP-5950 A electron spectrometer. The monocrystalline samples were cleaned 
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Figure 136. Valence band photoelectron 
a E, eV spectra and density of states in crystalline 

and amorphous silicon (a) and germanium I 

in a nitrogen atmosphere followed by argon ion bombardment. Throughout the 
measurement the pressure in the spectrometer was no lower than 5 X 10-8 torr. 
The amorphous arsenic sample was obtained by in situ evaporation onto a gold 
substrate. Amorphous antimony and bismuth were prepared by argon ion bom­
bardment of monocrystal surfaces. The valence band proto electron spectra ob­
tained are shown in Figure 137. The similarity of the photoelectron spectra for 
crystalline samples demonstrates the similarity of their elementary structure 
(electron configuration S2p3). Since the elementary cell contains two atoms, ten 
valence electrons will fill up five valence sub bands. In free atoms, the binding 
energies of the s-type valence electrons are 8-10 e V greater than those of elec­
trons with p-type symmetry. The peaks 1 and 2 in the X-ray photoelectron 
spectra are situated at about 7-8 eV from the peaks 3 and 4, and therefore they 
can be attributed to the s electrons. The existing theoretical calculations of the 
energy band structure [343-348] show that in these crystals there exist two 
energetically separated s bands and three p sub bands situated at the top of the 
valence band. However, since the calculations [343-348] have not been ex­
tended as far as to calculate the electron density of states in the valence band, 
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Figure 137. Valence band photoelectron 
spectra in crystalline (---) and amor­
phous (- .. ) (a) arsenic; (b) antimony; 
(c) bismuth. 18 
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it is difficult to make a detailed comparison of the experimental and theoretical 
results. The magnitude of the splitting of s bands is consistent with the theoreti­
cal values. In bismuth, peak 3 is split into two peaks, 3 and 4, separated by 
2.2 eV. This is consistent with the value 2.16 eV for the spin-orbit splitting 
of the 6p states in free atoms [349]. 

The density of states for amorphous samples is significantly different from 
that of crystals. As in the case of silicon and germanium, the density of s states 
does not exhibit two distinct peaks, and the structure of the p states is also more 
smeared out. The replacement of the two peaks, 1 and 2, in the photoelectron 
spectra of crystalline samples by a single peak in the spectra of amorphous sam­
ples does not result from an increase of the width of each of the peaks, since the 
total widths of the corresponding peaks are practically the same in both amor-
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phous and crystalline states. Not even the energy separation between the sites of 
localization of the sand p states is significantly changed. 

Thus, the investigation of the X-ray photoelectron spectra of amorphous 
solids has provided the means to show that the structure of the energy spectra 
of valence electrons in these materials is determined mainly by the short-range 
order. This order is responsible for the existence of structure in the density of 
electronic states, namely, the van Hove singularities and the forbidden bands 
between different energy bands. However, these problems require further theo­
retical and experimental research. 



5 

Halides of Alkali and 
Alkaline-Earth Metals 

In recent years alkali halide crystals have been the object of intensive studies. 
They form a group of the simplest binary compounds, consisting of positive and 
negative ions bound into the crystal lattice by attractive Coulomb forces. For 
many alkali halide crystals, the experimental studies have included X-ray emis­
sion and absorption spectra, as well as spectra of emission and reflection in the 
far ultraviolet. However, in spite of the extensive investigations, some of the de­
tailed features of the X-ray and optical absorption spectra remain unclarified. It 
can be hoped that data regarding the energy distribution of the electronic states, 
determined by X-ray photoelectron spectroscopy, will provide some new infor­
mation, since such data make it possible to place the spectra obtained in various 
energy regions on a common energy scale. Crystals of the fluorite group, unlike 
the alkali halide crystals, have been studied to a much smaller extent. A simul­
taneous use of X-ray emission spectra and X-ray absorption and reflection 
spectra in the far ultraviolet has not only allowed clarification of the main 
features of the reflectivity spectra, but also revealed the structure of the lower 
part of the conduction band and the existence of excitonic states in the optical 
and X-ray spectra. 

X-Ray Photoelectron Spectra and the Band Structure of Alkali 
Halide Crystals 

Siegbahn et al. [I] reported the first X-ray photoelectron spectra of a num­
ber of alkali halide crystals. More complete studies have been published sub­
sequently [350-354]. The X-ray photoelectron spectra of the valence electrons 
of alkali halide crystals, as obtained by Pollak [354] , are shown in Figures 
138-142, and the corresponding values of binding energies are given in Tables 
37-41. Pollak [354] performed the measurements using an lEE-IS electron 
spectrometer with a resolution of 0.9 eV. As photon source, the Mg K"l, 2 
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Figure 138. Valence band photoelectron 
spectra of alkali halide crystals: (1) LiF; 

35 30 25 20 15 10 5 OE, eV (2) LiCI; (3) LiB,; (4) Lil. 

35 30 25 20 15 10 5 0 E, eV 

Figure 139. Valence band photoelec­
tron spectra of alkali halide crystals: 
(1) NaF; (2) NaCl; (3) NaBr; (4) NaI 
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Figure 140. Valence band photoelectron 
spectra of alkali halide crystals: (1) KF; 
(2) KCI; (3) KBr; (4) KI. 

Figure 141. Valence band photoelectron 
spectra of alkali halide crystals: (1) RbF; 
(2) RbCI; (3) RbBr; (4) RbI. 
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Figure 142. Valence band photoelectron 
spectra of alkali halide crystals: (1) CsF; 
(2) CsCI; (3) CsBr; (4) CsI. 
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TABLE 37. Values of Electron Binding Energies of LiF, liCI, liBr, and Lil Cyrstals 

Sample Ion IS 1/2 2s1/2 2Pl/2 2P3/2 3s1/2 3Pl/2 3P3/2 

LiF Li+ 56.5 
F 685.6 30.7 

LiCl Li+ 56.5 
CC 269.8 200.5 198.9 16.6 

LiBr Li+ 56.6 
Br 256.0 189.2 182.4 

Lil Li+ 55.8 
I 1070.9 930.8 874.8 
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State 

Valence 
band 

3d3/2 3ds/2 4S1/2 4P1/2 4P3/2 4d3/2 4ds/2 SSl/2 (eV) 

9.4 

6.9; 
S,2 

69.2 16.0 4.6; 6.3 

3.1 
631.6 619.2 186.3 122.1 SO.8 49.2 13,S 
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TABLE 38. Values of Electron Binding Energies of NaF, NaCI, NaBr, and Nal Crystals 

Sample Ion ls1/2 2s1/2 2Pl/2 2P3/2 3S1/2 3Pl/2 3P3/2 

NaF Na+ 1074.4 65.7 33.0 
F- 687.1 31.3 

NaCl Na+ 1072.0 63.9 31.2 
CC 269.4 200.7 199.1 16.8 

NaBr Na+ 1071.6 63.7 30.8 
Br 255.9 188.9 182.2 

Nal Na+ 1072.9 64.7 31.9 
I 1072. 7 931.5 875.5 

line was used. Kowalczyk et al. [353] obtained the valence band photo­
electron spectra (Figure 143) using the monochromatized AI Ka line with 
an HP-5950A electron spectrometer, having a resolution of the order of 0.6 eV. 
Since the alkali halide compounds are strongly bound ionic crystals, the energy 
width of their valence bands is not large. For many purposes, it is sufficient to 
consider that the upper valence band consists mainly of the p states of the 
anion. However, as is demonstrated in Figure 143, the structure of the photo­
electron spectra of compounds in which the cation is potassium is significantly 
different from that of compounds with sodium as cation. Consequently, in 
discussing the structure of the energy bands of the alkali halide crystals, it 

TABLE 39. Values of Electron Binding Energies of KF, KCI, KBr, and KI Crystals 

Sample Ion ls1/2 2s1/2 2Pl/2 2P3/2 3s1/2 3Pl/2 3p3/2 

KF K+ 377.6 295.8 293.0 33.6 17.4 
F- 683.7 28.0 

KCl K+ 377.7 295.8 293.0 33.6 17.5 
CC 269.4 200.2 198.6 16.3 

KBr K+ 377.7 296.0 293.2 33.0 17.0 
Br 256.1 189.3 182.6 

KI K+ 378.0 296.1 293.3 34.0 18.0 
C 1071.5 931.2 874.0 
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State 

Valence 
band 

3d3/2 3dS/2 481/2 4PI/2 4P3/2 4d3/2 4ds/2 581/2 (eV) 

10.2 

5.6 

69.2 15.5 
4.5 

631.5 620.0 187.4 123.3 51.9 50.3 14.0 
4.5 

should be remembered that even in the highest subband of the valence band 
the states are hybridized. A number of calculations indicate [355-360] that in 
the majority of crystals the width of the upper valence band is of the order of 
1-2 e V. Therefore, it is not possible to determine the fine structure of the 
energy bands of alkali halide crystals using presently available electron spec­
trometers, which have a resolution of the order of 0.6-0.9 e V. 

Citrin and Thomas [352] calculated the electron binding energy for a num­
ber of alkali halide crystals by using the electrostatic model of point ions. The 
theoretical and experimental values of the binding energies are in good agree­
ment, which argues in favor of the application of this simple model to the alkali 

State 

Valence 
band 

3d3/2 3ds/2 481/2 4PI/2 4P3/2 4d3/2 4ds/2 581/2 (eV) 

7.2 

5.4 

68.8 15.0 
4.2 

5.2 
630.5 618.9 186.4 122.1 52.2 49.6 13.5 4.2 
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TABLE 40. Values of Electron Binding Energies of RbF, RbCl, RbBr, and Rbi Crystals 

Sample Ion 1s1/ 2 2S 1/ 2 2Pl/2 2P3/2 3S 1/2 3Pl/2 3P3/2 

RbF Rb+ 322.6 247.8 238.9 
F 686.9 28.8 

RbCl Rb+ 322.2 247.8 239.0 
Cl- 269.8 200.7 199.1 16.3 

RbBr Rb+ 321.7 247.4 238.4 
Br 255.9 188.8 182.1 

RbI Rb+ 321.1 246.6 237.8 
I 1070.7 930.3 873.5 

TABLE 41. Values of Electron Binding Energies of CsF, CsCl, CsBr, and Csi Crystals 

Sample Ion 1S1/ 2 2S 1/2 2Pl/2 2P3/2 3s 1/ 2 3Pl/2 3P3/2 3d3/2 

CsF Cs+ 1065.3 997.1 738.6 
F 685.1 32.6 

CsCl Cs+ 1064.2 996.6 737.4 
Cl 269.0 199.1 197.5 14.8 

CsBr Cs+ 1065.0 997.4 738.0 
Br 254.5 187.6 180.9 68.0 

CsI Cs+ 1065.0 996.5 737.8 
I 1070.4 929.6 873.6 630.0 

halide crystals. Kowalczyk et al. [353] also determined the energies of satellite 
lines in the energy region up to about 40 eV apart from the main lines. Sat­
ellite lines in the spectra of alkali halide crystals may be due either to the pres­
ence of some additional final states appearing in the process of photoemis-
sion or to electron energy losses in the process of plasmon excitation. Best 
[361] and Creuzberg [362] studied the spectra of electron energy losses 
in alkali halide crystals. With these independent data on the energy of plasmon 
excitations, it is, in principle, possible to identify the satellite lines observed 
in X-ray photoelectron spectra. The interpretation is difficult, however, because 
of the differences in the structure and energy characteristics of satellite lines 
originating from cations and anions. 
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State 

Valence 
band 

3d3/2 3ds/2 4S1/2 4Pl/2 4P2/3 4d3/2 4ds/2 5S1/2 (eV) 

112.3 111.1 30.8 14.7 6.6 
9.7 

112.1 110.9 30.3 14.6 
5.7 

111.5 110.2 29.8 14.1 
69.0 69.0 4.6 

111.3 110.0 29.7 13.9 
3.4 

630.1 618.6 186.1 121.7 50.6 49.0 13.9 

State 

Valence 
band 

3ds/2 4S1/2 4Pl/2 4P3/2 4d3/2 4ds/2 5S1/2 5d1/2 5P3/2 (eV) 

724.6 230.3 170.7 159.6 78.3 76.1 25.4 13.8 12.2 
6.3 

723.4 229.3 169.4 158.3 77.0 74.7 23.1 11.3 9.7 
4.0 

724.0 229.4 169.7 158.6 77.2 75.0 23.2 11.8 10.2 
3.7 

14.1 

723.6 229.5 170.1 158.8 74.7 75.4 23.6 12.0 10.4 
3.3 

618.5 185.0 123.3 50.6 49.0 14.6 

Characteristics of X-Ray Absorption Spectra of 
Alkali Halide Crystals 

The problems related to the structure of optical and X-ray absorption 
spectra have been discussed by a number of authors [363-369]. Recently, 
interest in these problems has revived [370-372] . The X-ray photoelectron 
spectroscopy offers the possibility to place the X-ray and optical absorption 
spectra on a common energy scale. Gudat et al. [370] combined the spectra of 
LiF in this way, while Menzel et al. [372] and Kunz et al. [373] have calculated 
the K absorption spectra of the same compound. Gudat et aZ. [370], Menzel 
et al. [372], Kunz et al. [373], and Pantelides [374] used three different ap-
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proximations for the interpretation of the K absorption spectra, namely: the 
pure band approximation, the band approximation including the exciton struc­
ture, and the band approximation including the energy shift of the valence band 
states as a whole. The results of calculations performed using the first and the 
third approximations for K absorption spectra are shown in Figure 144. The 
position of the theoretical main peak in the imaginary part of the dielectric 
function differs by approximately 2 e V from that of the experimental one. 

Figure 144 also shows the quantum yield curve. This reproduces the shape 
of the absorption curve quite well. Gudat and Kunz [375] have shown that the 
agreement between the quantum yield and absorption curves has a general char­
acter and exists for a large number of solid materials. They also measured [370] 
the energy distribution of photoelectrons, and this allowed determination of the 
position of the valence band with respect to the Is level of lithium. In Figure 
145 are shown both the optical [376] and the X-ray absorption spectra on the 
same scale. This figure shows that the difference between the X-ray and optical 
absorption edges is of the order of 8 e V. The band model cannot explain this ef­
fect satisfactorily because of electron-hole interactions. According to the results 
obtained by Kunz et al. [373] ,an electron situated in the conduction band 
interacts more strongly with a hole in the Is level of lithium than with a less 
localized hole in the valence band of the crystal. The different degree of hole local­
ization is the cause of the difference of about 8 e V in the absorption edges. It 
can be considered that the main maximum in the optical absorption spectrum 
has an exciton origin [373,376], and consequently the bottom of the conduc­
tion band is situated at an energy of 13.6 eV. Therefore, in the K X-ray absorp­
tion spectrum, the low absorption is related to the fact that the transition in the 
s-s exciton band is forbidden due to selection rules while the main maximum 
at 61.9 eV is related to transitions into the allowed p exciton band. Transitions 

Figure 144. Theoretical and experimental 
X-ray absorption K spectra of lithium in 
crystalline LiF: (1) quantum yield K spec­
trum of lithium; (2) experimental X-ray ab­
sorption K spectrum of lithium; (3, 4) 
calculated X-ray absorption K spectrum of 
lithium [372, 373J. 
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Figure 145. Comparison, on the same energy scale, of the data from optical, X-ray absorp­
tion, and photoelectron spectroscopy of crystalline LiF. 

into the low conduction band start at 63.8 eV where a pronounced minimum 
occurs in the K absorption spectrum. Therefore the exciton binding energy of 
LiF is approximately 10 eV. 

The third approximation used for the interpretation of the absorption 
spectra does not take sufficient account of the electron-hole interaction, since 
it merely reduces the interaction to the same energy shift for all of the states of 
the conduction band. This shift is related to the Coulomb interaction in an 
elementary crystal cell, whereas the energy bands are calculated for the states 
of the whole crystal. As can be seen from Figure 144, the energy position 
of the lower excitation levels of the free (Ln ion [377] and the position 
of the main maximum in the absorption spectrum of LiF are in good agree­
ment. On this basis, the agreement between the shapes of the experimental 
and calculated spectra of Kunz et al. [373] should be considered accidental. 
Pantelides [371] compared the experimental [368] and calculated [372,373, 
378-381] K absorption spectra of lithium in LiF, LiCI, LiBr, and Lil. It is 
difficult to calculate the absolute values of transition energies, and therefore 
it is usual to compare the theoretical and experimental spectra with respect 
to various maxima and minima that are common to both spectra. This method 
is, however, rather arbitrary. 
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The X-ray spectra of various alkali halide crystals have so far only been 
interpreted from the point of view ofband representation [378-381]. In this 
approach, no account is taken of the possibility of formation of exciton states 
at the bottom of the conduction band. By using data from X-ray photoelectron 
spectroscopy and from optical spectroscopy, the problem of the correspondence 
between calculated and experimental results can be approached more completely. 

Existing experimental data [I, 350, 353] permit calculation of the energy 
difference between the core Is level and the top of the valence band. By know­
ing the extent of the forbidden band gap in the crystals under investigation, the 
optical data can be used for the determination of the absorption edges. Any 
structure observed In the spectrum under the absorption edge may be inter­
preted as being purely excitonic. The absorption edges determined in this way 
are marked in Figure 146 by arrows. The precision in the determination of these 
values is of the order of 0.5 eV. In Figure 146, besides the experimental K 
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Figure 146. Comparison, on the same 
energy scale, o/the experimental (--) 
and theoretical data for the K absorp­
tion spectra of lithium in (a) LiF, (b) 
LiCl, (c) LiBr, and (d) Lil crystals. 
The calculated K spectra are taken 
from /372J (- .. ) and /373J (---) 
for LiF, [rom /378J for LiCl, and [rom 
/381J for LiBr 
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absorption spectra of lithium in LiF, LiCI, LiBr, and Lil, the results of theoreti­
cal calculations for UF, obtained by Menzel et al. [372] and Kunz et al. [373], 
and for UCI and UBr, obtained by Brown et al. [363] and Sagawa et al. [364-
366] are also shown. As can be seen from Figure 146, the main line in the 
absorption spectrum is situated 1.5-2.5 eV lower than the calculated absorption 
edge, which is an indication of the exciton character of this peak. Since the bot­
tom of the conduction band is characterized by a symmetry of s type (r 1)' and 
as a result of the conditions imposed by the selection rules, the possibility of for­
mation of s excitons should be excluded. Therefore, it can be assumed that the 
observed exciton originates from higher p-type states of the conduction band. 
There is practically no agreement between the theoretical and the experimental 
data shown in Figure 146 for the energy positions of the observed structural 
features. A correlation exists, however, between the shapes of the experimental 
and theoretical spectra. Therefore, the nature of K absorption spectra is to a 
great extent excitonic, reflecting partially the structure of the band states. 

Pantelides [382] used the X-ray photoelectron spectra [353] and the 
optical spectra [383] of NaBr in order to determine the position of the bottom 
of the conduction band with respect to the core levels. Figure 147 shows the 
ultrasoft X-ray absorption spectra and the results of a theoretical calculation 
of the interband density of electron states. In the calculation of the interband 
density of states it was considered that, in the given energy region, transitions 
to the conduction band are possible for both the 2s electrons of sodium and the 
3d electrons of bromine. The energy differences between the corresponding core 

Figure 147, X-ray absorption spectra in 
the energy region 62-84 e V for NaBr 
(a) and KBr (b) crystals. The calculated 
spectra (- .. and - - -) are according to 
[382]. 
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levels were taken from the work of Kowalczyk et al. [353]. However, since the 
absolute values of the transition energies were not determined, the curve of the 
interband density of states was shifted on the energy scale until the best agree­
ment with the experimental data was obtained (see Figure 147). On this basis, 
the bottom of the conduction band is found to be located at 63 eV. However, 
the X-ray photoelectron spectra and the optical absorption spectra indicate that 
the bottom of the conduction band is situated at 68.5 eV. In Figure 147, the 
absorption edge for transitions from the 2s shell of the sodium ion is marked 
by a line labeled L 1 • Consequently, the starting point of the curve of the inter­
band density of electron states should be shifted up to this point. In spite of the 
fact that by doing so some agreement is found with respect to the position of 
the maxima (but not their intensities), the maxima A and B should be inter­
preted as being of excitonic origin. 

The M4 , 5 absorption edge of bromine in crystalline NaBr has been deter­
mined from photoelectron spectroscopy data (see Figure 147). Any structure 
appearing at lower energy values should be related to excitons arising from 
M4 , 5 transitions and to the structure of the L 1 band. In order to give an idea 
of the contribution of M4 , 5 transitions to the X-ray absorption spectrum, the 
M4 , 5 absorption spectrum of bromine in KBr is also shown in Figure 147. 
It can be seen that the maxima A and B are actually related to the L 1 spectrum 
of sodium in NaBr. Maximum C, corresponding to a small decrease at 71-72 
e V in the spectrum of NaBr, probably appears as a result of transitions of 
valence electrons to the 2s states of sodium and the 3d states of bromine. Thus, 
the structure observed in the vicinity of the optical absorption edge is also in this 
case of exciton origin. Excitons of p type appear as a result of the existence of 
p states above the bottom of the conduction band, and their occurrence demon­
strates the strong electron-hole interaction that results in an overlapping of the 
energy bands over an energy range of the order of I Ry. It should be noted that 
excitons appear when halogen ions are excited, and that they have a lower 
binding energy as a result of the weaker electron-hole interaction. 

For a number of other crystals it has been observed [354] that the width of 
the forbidden band, as determined from the X-ray absorption spectra and by 
X-ray photoelectron spectroscopy, is less than the width of the forbidden band, 
as determined by optical methods. Therefore, in the interpretation of experi­
mental results on alkali halide crystals, it is necessary to take into account the 
presence of exciton states in the optical spectra, as well as in the X-ray absorp­
tion spectra. 

As will be shown later, electron excitonic states are also apparent in the 
X-ray absorption spectra and the quantum yield spectra of crystals belonging to 
the fluorite group. However, before discussing the photoelectron spectra of these 
crystals, some of the results obtained in the study of the energy structure of 
the valence band and conduction band using optical methods will be considered. 
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Optical Constants of Crystals in the Fluorite Group 

The optical constants of solids may be determined from reflection data by 
using the Kramers-Kronig transformation. This method has been largely used in 
the optical spectroscopy of solids [384-388] because it is simple and rather 
accurate. 

In order to determine the phase 8(wo) with formula (100), it is necessary 
to know the reflectivity spectrum over an infinitely large frequency range. 
Rather accurate values of the optical constants can be obtained if the measure­
ments cover the region below the edge of direct optical transitions in nonmetals 
and a substantial part of the structure of the reflectivity at high energies. 

It is easy to make an extrapolation to zero frequency, since for a large class 
of crystals the dispersion in the region situated under the direct transitions is 
well known. 

No simple rules exist for the extrapolation of the reflection coefficient R 
into the region of higher energies. Often used in the literature is the method of 
extrapolation based on the asymptotic behavior of the reflection coefficient 
[386,387] : 

R (w) = Cw-K , 

where the constants C and K are determined by the condition that the function 
8 (w) is continuous and agrees with the refractive index in the region of trans­
parency. This method is completely satisfactory for crystals for which the 
reflection coefficient undergoes a pronounced decrease in the high-energy region. 
The method is not suitable for ionic crystals, since for energies greater that 20 
eV their reflection spectra are characterized by a pronounced structure. 

The optical properties of fluorites in the region of self-absorption have been 
the subject of extensive investigation [389-392] . Frandon et al. [393] measured 
the characteristic loss spectra, as well as the spectrum of plasmon oscillations of 
valence electrons in thin crystalline films of alkaline-earth fluorites and, by using 
the Kramers-Kronig method, determined independently the optical constants 
and the dielectric susceptibility. However, in spite of the fact that there exists 
a large amount of experimental data, the interpretation of optical spectra has 
encountered great difficulties. The authors of the works mentioned have either 
based their interpretation on the erroneous assumption that the valence bands of 
fluorites and of alkali halide crystals are identical, or attempted to correlate the 
main features of the spectra with the transition energies of the free ion. 

The reflection spectra of the crystals of the fluorite group, measured by 
Nemoshkalenko et al. [394] at the temperature of liquid helium, are shown in 
Figure 148. The positions and intensities of the main features in the structure 
of the spectra agree well with those obtained by other authors [390-392]. The 
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Figure 148. Reflectivity spectra of (a) CaF2• 
(b) SrF2• and (c) BaF2 crystals at liquid ni· 
trogen (- - -) and liquid helium (--) 
temperature. 
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reflection spectra of crystals exhibit a strong temperature dependence, which, as 
the temperature decreases, results in an increase of the intensity or a shift of 
some of the peaks. By comparing these spectra with the spectra measured by 
Rubloff at the temperature of liquid nitrogen [390] ,it can be seen that lowering 
of the temperature of the crystal to 4.2 K, reveals an additional structure. 
Among the characteristics of the above-mentioned spectra is one that is common 
for the whole group of crystals, namely, the temperature dependence of the 
first peak. When the temperature decreases, the intensity of the first peak in­
creases, and its position is shifted toward higher energies: by 0.17 eV for CaF2 , 

by 0.18 eV for SrF2 , and by 0.2 eV for BaF2 • 

For CaF2 and SrF2 at the temperature of liquid helium, the intensity of the 
group of bands situated in the energy region 12-13 e V increases strongly, and a 
fine structure appears. Large maxima are observed in the reflection spectra of 
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CaF2 and SrF2 at 14eV, as well as in the spectrum of BaF2 at 12.5 eV. The 
reflection spectra of CaF2 and SrF2 at 15-17 eV and of BaF2 at 14-16 eV are 
characterized by a broad band that has a similar structure for all of the crystals. 
At higher photon energies, the intensity of the reflection spectra of CaF2 and 
CrF2 decreases appreciably, and at energies around 19 eV, only a weak band 
appears. In the spectrum of BaF2 , in the energy region 17-20 eV, two doublets 
A 1 -A 2 and B 1 -B2 should be observed, separated by 1 e V, and with 2 e V sep­
aration between their components. By lowering the temperature, a shift by 0.1 
eV is observed toward lower energies for the doublet A 1 -A2 and in opposite 
direction for the doublet B 1 -B2 . The spectra of dielectric permeability are 
shown in Figure 149. 
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In order to interpret the optical spectra, a number of assumptions should be 
made about the structure of the conduction band of fluorites. Phillips [163] 
has shown that a good approximation for the description of the conduction 
band structure of alkali halide crystals is provided by the model of nearly free 
electrons. This has been confirmed by the calculations of Kunz [358] . In this 
approximation, the center of weight of the states XI, X3 and LI ,L~ should be 
situated above the bottom of the conduction band r I , with an energy differ­
ence equal to the electron kinetic energy: Ef{X) = h2 /2ma 2 ,and Ef{L) = 
3h 2 /8ma2 • The calculated energy parameters for the conduction band are given 
in Table 42. 

The r 12 and r; S states should contribute to the spectra oflongitudinal 
waves in fluorites, since the ns and nd levels of the free ion of the metal have 
approximately the same energy. 

CaF2 • According to the results of theoretical calculations performed by 
Starostin et al. [395-397], the top of the valence band mainly contains the 2p 
levels of fluorine ions, and is split into odd and even subbands, the odd one, 
r lS , being situated 2.87 eV higher than the even one, r2S . The maximum split­
ting of the valence band occurs at the point X of the Brillouin zone. The energy 
difference between the even states Xs and XI is 8.97 eV, and the difference 
between the odd states X; and Xs is 6.89 e V. At the point L, the width of the 
valence band, equal to 4.18 eV, is determined by the statesL; and LI ,L;. The 
top of the valence band corresponds to the point X I , and is situated 1.28 and 
2.04 eV above the r lS and L;, respectively. The first maximum in the spectrum 
of the imaginary part of the dielectric susceptibility €2 is situated at an energy 
of 11.15 eV. The shape of the line and its temperature dependence have con­
firmed that it is due to exciton generation in the center of the band. The 
structure at 11.70 e V is related to the transition r IS -+ r 1 . In this case, the 
exciton binding energy is equal to 0.5-0.6 eV, which is in good agreement with 
the calculated exciton spectra of fluorites [398] . 

In the region of the absorption edge, it can be assumed that there is a strong 
transition r IS -(r 12, r;s). This transition gives rise to the structures at 12.3 and 
13 eV in the €2 spectrum. In this case, the magnitude of the splitting of the 
conduction band, corresponding to the states r 1 and r 12, is equal to 0.6 eV. 
The calculations of Starostin and Shepilov [396] have shown that the state r 12 
is situated under the state r;s. According to the theoretical calculations, the 

TABLE 42. Energy Parameters of the Conduction Band 

Crystal a X 10-8 (em) E(X) (eV) E(L) (eV) 

CaF2 5.45 5.06 3.80 
SrF2 5.78 4.50 3.38 
BaF2 6.18 3.94 2.96 
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TAlH,E 43. Theoretical and Experimental Values of the Optical Transitions between 
the 2p Level of the F Ion and the Conduction Band at the Points of High SymmetryB 

Method of 
energy rlS- rlS- X2- X2- Xs- L3- L2-

Sample determination rlS-rl r12 r25 X3 Xl Xl Ll Ll 

CaF2 Theory 11.06 14.0 21.8 15.60 19.80 
Experiment 11.70 12.3 13.0 14.70 15.30 25.0 15.81 19.79 

SrF2 Theory 10.82 14.5 20.4 14.40 17.00 
Experiment 11.15 11.4 12.0 14.30 15.00 19.3 15.70 16.80 

BaF2 Theory 10.10 13.9 17.4 12.80 14.00 
Experiment 11.00 12.0 14.2 13.61 15.40 

aAccording to our data. the vacuum level for the CaF2• SrF2• BaF2 crystals is situated very 
close to the bottom of the conduction band. 

optical transitions at the point X-eX; -(X3, Xl)) of the Brillouin zone should be 
situated in the region of 1 5 eV (Table 43). By using the spectra of the imaginary 
part of the dielectric susceptibility, it is possible to attribute to this transition the 
maxima at 14.7 and 15.3 eV. The order of the states X3 and Xl inside the con­
duction band cannot be determined uniquely. Calculations of the conduction 
bands for the alkali halide crystals [358] show that the state X3 is situated be­
low the state Xl. Therefore, the transition X; -X3 probably corresponds to the 
energy 14.7 e V, and the transition X; -Xl to the energy 15.3 e V. The strong 
maximum at 14 eV may be interpreted as corresponding to the X3 exciton, this 
being in good agreement with the shape of the absorption line and its tempera­
ture dependence. 

The structure at 15.81 e V in the £2 spectrum may be attributed to the 
transition L; -L 1 , for which the theoretical energy value is 15.6 e V. In the 
dipole approximation, the transition L~ -L; is forbidden, and it appears in the 
spectrum as a singularity at 16.5 eV. Thus, in the conduction band, the lowest 
state isL l , with the state L; situated 0.7 eVabove it. At the pointL, one more 
transition can be expected to occur, namely, L; -L 1. Since the valence band is 
split at the point L by 4.18 e V, it follows that the corresponding singularity in 
the spectrum should appear at an energy of approximately 20 eV. In the spec­
trum of the dielectric susceptibility £2, a band is observed having a maximum at 
19.79 e V, which may be identified as resulting from the transition L; -L 1 . The 
transition X; -(Xl, X 3) should be rather weakened, since the width of the odd 
valence band at the point X is 6.89 e V. However, owing to the limitations of the 
optical measurements, investigations could not be performed in this region of 
the spectrum. 

According to literature data [390,391] ,a band having some structure at about 
25 eV is observed in the reflection spectrum of crystalline CaF2 (at room tem-
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perature). We attribute this band to the transitions X~ -(X3, Xl)' Results of cal­
culation show that the width of the 3 p band is 3.3 e V, with the top of the band 
situated at the point X~. In the reflection spectra of crystalline CaF2 [390, 
391] , a band having two broad maxima is observed in the energy region 30-36 
e V. The first maximum at 30 e V is related to the transition r 15 -r 1 , for which 
the theoretically calculated energy value is 32.8 eV. According to the calcula­
tions, the transitions X~ -(X3, Xl) should have an energy of 35.1 eV. Therefore, 
in the reflection spectrum, these transitions appear as a bump on the line at 
32.85 eV. The transition L; -L 1 should involve an excitation energy of 34.9 eV. 
In the experimental spectrum, the corresponding maximum is observed at 34.5 
eV. The transitions L; -L 1 and X~ -(X3, Xl) (for which the experimental energy 
values have been measured as 35.85 eV, 36.31 eV, and 36.37 eV, respectively) 
appear as weak structures on the decreasing side of a broad band. In Table 44 
are shown the possible transitions from the 3p band of the Ca2+ ion to the con­
duction band, and their corresponding excitation energies. In the dipole approxi­
mation, transitions from the 2s band of the F - ion are forbidden, and therefore 
they should appear in the reflection spectra as very weak structures in the energy 
region 35-41 eV. 

SrF2 • Calculations of the valence band of crystalline SrF2 show that its 
band structure is similar to that of CaF2 • The width of the odd part of the 2p 
band of the F - ion is determined by the magnitude of the splitting of the X; 
and X~ levels, and is equal to 5.8 eV. At the point L, the width of the valence 
band is 2.7 eV, which corresponds to the energy separation between the states 
L; and L;. The point (X;, Xl) is closest to the vacuum level (10.1 eV) among 
all the points of the valence band of the crystal. The state r 15 is situated 10.8 
eV apart from the vacuum level, and the state L; is situated 11.0 eV apart from 
it. Therefore, on the basis of the above-mentioned assumptions regarding the 

TABLE 44. Theoretical and Experimental Energy Values of the Optical Transitions 
between the np Band of Me2+ and the Conduction Banda 

Method of X4 .... X 
energy 

Sample determination rls .... r, X4 .... X3 X4 .... X, Xs-+X L2-+L, L3-+ L, 

CaF2 Theory 32.80 35.1 37.9 34.9 37.2 
Experiment 30.00 34.50 

SrF2 Theory 25.69 28.7 30.1 27.4 26.8 
Experiment 24.70 27.24 28.13 29.70 

BaFz Theory 20.00 22.0 23.5 25.6 24.3 
Experiment 20.6-21.3 22.13 22.72 23.69-24.90 26.00 

a According to our data, the vacuum level for the CaF 2' Sr F 2' BaF 2 crystals is situated very 
close to the bottom of the conduction band. 
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conduction band of fluorites, it can be concluded that the transition r IS -r I 
determines the absorption edge. The centers of gravity of the transitions X; -
(X3, XI) are situated at about 14.5 eV. At the point L of the Brillouin zone, it 
can be expected that the transitionsL;-L I , with an energy of 14.4 eV, and 
L; -LI' with an energy of 17.0 eV, will occur. 

Tables 43 and 44 show the main features of the spectra and their possible 
interpretation. It should be noted that in the center of the Brillouin zone, the 
conduction band is split into three states, namely, r I, r 12, and r 25. From the 
data of Table 43 it can be seen that, at the point X, the splitting of the con­
duction band is equal to 0.7 eV. The structures of the short-wavelength part 
of the reflection spectra of SrF2 [390] and CaF2 are similar. In this region, the 
SrF2 spectrum (with the exception of two exciton peaks at 22.47 eV and 22.56 
eV) is determined by the interband transitions from the 4p states of the Sr2+ ion 
to the conduction band (the energy region 25-30 eV). In analogy with the spec­
trum of crystalline CaF2, it can be assumed that the three maxima of the broad 
band appearing in this energy region correspond to the transitions from the 
upper 4p band of the Sr2+ ion to the corresponding points of the conduction 
band. The reflection coefficient in the region of energies greater than 32 eV is 
determined by the transitions from the 2s band of the F - ion. 

BaF2 . The structure of the 2p band of the F- ion in crystalline BaF2 ex­
hibits a series of detailed features that probably determine the slightly different 
optical spectrum of this crystal, as compared to the corresponding spectra of 
CaF2 and SrF2. The closest point of the vacuum level in the valence band is 
the point L3 (9.8 eV). The width of the odd subband of the valence band is 
determined, as in the case of CaF 2 and BaF 2 , by the magnitude of the splitting 
at the point X, which amounts to 4.6 eV. According to calculations, the width of 
the forbidden band at the point r is equal to 10.1 eV. This value determines the 
absorption edge of BaF2 and corresponds to the transition r IS -+ r I. The spec­
trum of BaF2 in the long-wavelength region is different from the corresponding 
spectra of CaF2 and SrF2 . In the spectrum of €2, at the temperature of liquid 
helium, there appears a structure that has been interpreted by Tomiki and 
Miyata [391] as being an exciton series with n = 1, 2. In this case, the absorp­
tion edge can be determined by using the formula En = Eg - R/n2 • Using the 
energy values of each of the terms of the series, it results in Eg = 10.75 eV. By 
analyzing the €2 spectrum of BaF 2 from the value of the energy at which 
absorption begins, beyond the exciton series, a value Eg = 10.12 eV is obtained. 

The structure at 11.8 e V is determined by the transitions from the state r IS 

to the d states of the conduction band, r 12, r;s. All the other features in the 
long-wavelength part of the spectrum are interpreted in the same way as for the 
CaF 2 and Sr F 2 crystals. In the region of energies of the order of 20 e V, the 
structure of the spectrum is mainly determined by the excitation of r and X 
excitons from the 5p band of Ba2+. The spin-orbit splitting for the 5p states 
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of Ba2+ is approximately equal to 2 eV [399] , which is in good agreement with 
the doublet splitting of excitons. The temperature dependence of the line shapes 
show that the first exciton doublet is a r exciton, which is split as a result of the 
spin-orbit interaction. The transitions from the Sp band of the Ba2+ ion to the 
conduction band determine the character of the reflection spectrum in the 
energy region between 21 and 30 eV [390] . 

X-Ray Emission Spectra, Quantum Yield Spectra, and 
Photoelectron Spectra of CaF2, SrF2, and 8aF2 

The K emission spectra and the quantum yield spectra of F- in CaF 2, SrF 2, 

and BaF2 were measured using the RSM-SOO spectrometer-monochromator 
equipped with a diffraction grating with radius of curvature R = 6 m and a line 
density of N = 600 lines/mm [402,403]. The emission spectra were recorded 
with an anode potential of 6 kV and a current of 2 rnA. The quantum yield 
spectra were obtained by using the bremsstrahlung radiation, with a voltage of 
6 kV on the tungsten anode, and a current of 160 rnA. Both the emission and 
the quantum yield spectra were recorded with a resolution of 1.7 eV, and the 
energy was measured with an accuracy of the order of 0.5 eV. 

The K X-ray emission spectra and the quantum yield spectra of the F- ion 
in CaF2 , SrF2 , and BaF2 crystals are shown in Figure 150. The emission bands 
exhibit a maximum (a), a fine structure (b and c) on the higher-energy side of 
this maximum, and a bump on its lower-energy side. The quantum yield spec­
trum reproduces the structure of the absorption spectrum previously obtained 
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by Zimkina and Vinogradov [400]. Since transitions from the even states are 
forbidden by the restrictions imposed by the selection rules, it follows that the 
maximum in the X-ray intensity will correspond to the transition from that 
region of the valence band in which mainly odd states are concentrated. The 
study of the conditions of excitation of the peaks band c has shown that they 
are satellites from multiple ionization [401]. 

For crystalline CaF2, an attempt was made to reveal the X-ray emission 
transitions from a band containing mainly the 2s states of the F- ion. The ab­
sence of such a band demonstrates the strong localization of the 2s states of the 
F- ion in crystalline CaF 2 and the insignificant hybridization of the 2s wave 
functions of F-. As we have already mentioned, the bottom of the conduction 
band in CaF2, SrF2, and BaF2 crystals contains mainly the sand d electronic 
states of the metal ion. Comparison of the quantum yield spectra of CaF2, SrF2, 
and BaF2 with the absorption spectra of the F- ion in NaF and MgF2 [400], in 
which at the bottom of the conduction band there is no significant contribution 
of d states, permits the conclusion that the first maximum in the quantum yield 
spectra actually reflects the contribution of d states with r~s and r 12 sym­
metry. As was found from the previous analysis of the optical spectra, the bot­
tom of the conduction band r 1 is situated below the center of gravity of the 
d states at a distance of 0.9 eV in CaF2, 0.6 eV in SrF2, and 1.0 eV in BaF2. 
Consequently, the position of the states L and X may be determined by using 
the model of nearly free electrons. It can be seen from Figure 150 that the cal­
culated position of the state X agrees well with the energy position of the maxi­
mum B in all of the crystals that have been investigated. The existence of tran­
sitions in the energy region in which states of the sand d type are localized 
demonstrates that in this region there exists a significant contribution of p-type 
states. This can be understood by taking into account the fact that for the sand 
d states the wave function of the metal ion is quite extended and has an appre­
ciable amplitUde at the points in which F- ions are located. 

The X-ray photoelectron spectra of the valence and core electrons in CaF 2, 
SrF2, and BaF2 were obtained using an lEE-IS spectrometer [402]. Binding 
energies were determined with respect to the Fermi level of the spectrometer 
material. In the case of sharp lines, the accuracy in the determination of binding 
energies was about 0.1-0.2 eV. The resolving power, with a voltage of 80 V on 
the analyzer, amounted to 1.5 eV. Calibration of the spectra was performed with 
respect to the Is line of carbon (284.0 eV). The X-ray photoelectron spectra of 
valence electrons of CaF2 , SrF2, and BaF2 are shown in Figure 150. Knowing 
the values of the binding energies of the Is electrons of the F- ion (686.5 eV for 
CaF 2,686.0 eV for SrF2, and 686.7 eV for BaF2), it is possible to place the 
X-ray emission spectra, the quantum yield spectra, and the photoelectron spec­
tra on the same energy scale. As has been shown in Chapter 4, the X-ray photo­
electron spectra reproduce quite well the distribution of the density of states in 
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TABLE 45. Calculated and Experimental Values of the Energy of the Center of Gravity 
ofthe Bands for the Ions F-and CaH , Sr2+, and BaH in the Compounds CaF2, SrF2, 

and BaF2 

State 
Method of energy 

Sample determination 2p F np Me H 2s F-

CaF~ Theory 13.6 32.8 38.0 
Experiment 13.4 30.3 34.3 

SrF2 Theory 13.1 23.6 32.2 
Experiment 11.9 23.5 32.5 

BaF2 Theory 12.4 19.7 36.5 
Experiment 11.2 19.2 32.6 

the valence band of dielectrics. Owing to the absence of strong selection rules, 
they reflect the even as well as the odd states. However, because of the rather 
low resolving power of the method of electron spectroscopy, no fine structure 
of the valence band of the investigated crystals could be observed. 

The calculated data given in Table 45 reproduce well the energy position of 
the center of gravity of states with different types of symmetry. The widths of 
the valence subbands, which contain mainly the 2p and 2s states of the F- ions, 
determined from X-ray photoelectron spectra are in quite good agreement with 
the theoretical calculations. Much worse agreement is observed between the 
widths of subbands containing mainly the np states of the metal ions. This is be­
cause the calculations have not taken into account the spin-orbit splitting of 
these states. The experimental data also confirm the fact that, in BaF 2, the en­
ergy bands of the 2s electrons of F- and those of the 5s electrons of Ba 2 + are 
close to each other. The information provided by electron spectroscopy is also 
important because it permits an interpretation of the optical spectra in the far­
ultraviolet region, by allowing the determination of the energy position of the 
states of the rIbands containing mainly the np states of the metal ions and the 
2s states of the F- ion. 

The results obtained by Nemoshkalenko et al. [394,402] concerning the 
important role of metal d states in the formation of the bottom of the conduc­
tion band have subsequently been confirmed [403] in studies of the L2 3 and , 
M 2,3 X-ray emission bands, of the quantum yield of calcium in CaF 2, as well as 
of the N4 , 5 emission spectra and quantum yield of barium in BaF2 • Figure 151 
shows the L 2 ,3 ,M2,3 emission spectra and the quantum yield spectra of calcium 
in CaF 2, and also the reflection spectrum of CaF 2. All of these spectra are pre­
sented on a common energy scale using the core-level energy values of the transi­
tion metals, as determined by the method of electron spectroscopy. 

A characteristic feature of the spectra is the coincidence of the peak a in the 
L 2 ,3 andM23 spectra of calcium in CaF2 and in the optical spectrum, displayed 
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Figure 151. X-ray emission K spectra 
and quantum yield K spectra of fluo­
rine; M 2 3 and L 2 3 emission spectra 
and qua~tum yield spectra of calcium 
as well as the optical spectra of crystal­
line CaF2 are also shown. 
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on a common energy scale, and also the absence of a similar peak in the K spec­
trum of fluorine. The nature of the peak a in the optical spectrum was clearly 
determined in the study of the reflection coefficient at low temperatures [394]. 
It was shown that in the region of high energies, the peak a shifts, its intensity 
increases, and its width decreases, which confirms its exciton nature. 

The energy coincidence of the above-mentioned peaks for the whole series 
confirms that, here, the peaks a in the M an d N spectra of calcium in CaF 2 are 
of exciton origin and are characterized by an s symmetry. This is also confirmed 
by the absence of the peak in the quantum yield K spectrum of fluorine. It is 
interesting to compare the energy position of the valence band (its position is 
marked by a line in the K spectrum) with the position of excitons of the internal 
levels. As can be seen from Figure 151, the optical exciton is shifted 1 e V to­
ward higher energies as compared with the excitons of the internal levels. In view 
of the experimental accuracy (0.6 eV in the experimental X-ray spectra), this 
agreement may be considered satisfactory. 

The bottom of the conduction band is situated at b and has an s-type sym­
metry (it contains the ns functions of the metal). It is natural that in the K spec­
tra, such a peak is absent. In this case, the exciton binding energy is 1 eV, which 
is in good agreement with the optical and theoretical data [394,397]. The d 
states of the conduction band appear in the Land M spectra as the structures c 
and d, separated by an energy difference of 1.5 eV. They may be correlated to 
the states r 12 and r;s. In the K spectrum of fluorine in CaF 2, these states (c 
and d) do not appear so clearly. The peak e in the M spectra may be correlated 
to the d states at the point X of the conduction band. 

The K X-ray emission spectrum and the quantum yield spectrum of fluorine 
in BaF2 are shown in Figure 152. The N4 ,s spectrum of barium in BaF2 exhibits 
a sharp structure at about 75 e V, which can be correlated to the structure of the 
barium 5 p band, split as a result of spin-orbit interaction. According to the data 
from X-ray spectroscopy, the magnitude of this splitting is equal to 1.8 eV. Be-
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Figure 152. X-ray emission K spectra and quantum yield K spectra of fluorine. N 4 5 

emission spectra and quantum yield spectra of barium in crystalline BaF2 are also ;hown. 

tween 85 and 90 eV, the N4 ,s spectrum reflects the states of the valence band. 
The quantum yield spectra oftheN4 ,s level of barium in BaF2 are essentially 
different from the K spectra of fluorine. Taking into account that the N4 , 5 spec­
trum reflects mainly the states with p symmetry, it can be seen that the N4 , 5 

spectrum of the quantum yield of barium in BaF2 , shown in Figure 152, con­
firms the conclusions of Nemoshkalenko et al. [394,402] regarding the struc­
ture of the bottom of the conduction band in this compound, which contains 
mainly the sand d states of the metal. 

Plasmon Excitations in the Optical and X-ray Spectra 
of Crystalline CaF2 , SrF2 , and BaF2 

Additional information about the electron spectra of dielectrics can be ob­
tained by calculating the functions: 

(,) 

--;:;-2nn~7,Nne2C- 5 w' e2 (w') dw', 
o 

w 

€eff{W) = 1 + f 5 e2~~') dro', 
o 

where Neff represents the effective number of electrons that contribute to the 
optical transitions characterized by an energy lower than 1'1 w. The function 
Neff { W) allows the determination of the distribution of oscillator strengths for 
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Figure 153. Effective values of (1) the di­
electric permeability and (2) the number of 
electrons involved in optical transitions for 
(a) CaF2, (b) SrF2, and (c) BaF2 crystals. 
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interband transitions, while Eeff( w) characterizes the contribution of electrons 
from different bands to the static dielectric permeability. Figure 153 shows the 
functions Neff(W) and Eeff(W) calculated over the energy region up to 36 eV 
[394]. The values of the reflection coefficient in the energy region over 21 eV 
were taken from the work of Rubloff [390] . Analysis of the behavior of the 
function Neff ( w) for all three crystals indicates that only few valence electrons 
take part in the transitions from the valence 2p band of the F- ion. The main 
part of the oscillator strengths of the 2p band of the F- ion is preserved up to 
high energies, until the electrons from the up-bands of the metal ion are excited, 
when Neff increases. The function Eeff tends toward its limiting value, equal to 
the optical static dielectric function Eo. The effective dielectric susceptibility 
Eeff (see Figure 153) reaches the value Eo in the region of the spectrum in which 
the contribution of interband transitions from the np bands of the metal ion are 
still significant. This demonstrates that the polarizability of the investigated 
crystals is not only determined by the valence electrons of the 2p band of 
fluorine, but also to a significant extent by those of the np band of the metal 
ion. 

The conditions necessary for the excitation of plasmons in CaF 2, SrF 2, and 
BaF2 have been discussed by Frandon et aZ. [393]. The plasmons are not ex­
cited by light under normal incidence. However, the basic information about this 
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type of oscillation may be obtained by calculating the loss function 1m [l/€(w)] 
(Figure 154). However, not all of the maxima of the loss function correspond to 
plasmon excitation. It is necessary that the condition for the existence of 
plasmons is also fulfilled: €1 (w) = 0, €2(W)« 1. The maxima of the loss 
function that satisfy this condition are given in Table 46. In the second column 
of the table are given the values of the plasmon frequency for 12 valence elec­
trons of the 2p band of the F- ion, derived on the assumption that these elec­
trons behave as if they were free. The values in the third column correspond to 

TABLE 46. Plasma Frequencies for Valence Electrons 

2p band F np band Me 2+ 

Sample wp n opt nx-n nRont nopt nx-n nRont 

CaF2 20.2 17.3 17.0 17.0 36.3 35.8 30-35 
SrF2 16.7 17.5 17.2 17.6 31.1 30.6 30 
BaF2 18.5 26.8 26.4 25 
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the optical plasmon frequency obtained from the spectra 1m [l/e(w)]. The 

fourth column includes the values of plasmon frequencies, calculated from the 
experimental data on electron characteristic losses [393] , and the fifth column, 
the plasmon frequencies determined from quantum yield spectra. These data 
show that the plasmon frequency of the oscillations of 2p electrons of the F­
ion is lower than that of free electrons. This can be explained by the influence of 
the interband transitions from the np band of the metal ion on the frequency of 
oscillation. In BaF 2, no maximum could be revealed corresponding to oscilla­
tions of electrons from the 2p band of the F- ion. This demonstrates that the 
oscillator strengths of the 2p band of the F- ion and the np band of the metal 
are strongly mixed. Therefore, it is possible to speak in terms of a common oscil­
lation of electrons of the 2p band of the F- ion and the np band of the metal. 

In the region of the spectrum in which the oscillator strengths of the 
transitions from the np band of the metal ions are negligible, the function 
1m [l/e(w)] exhibits a maximum. The position of the maxima agree satisfac­
torily with the values of plasmon frequencies determined from the characteristic 
loss spectra. The study of the spectra of plasmon oscillations in fluorites has 
shown that here the plasma includes the interacting p electrons of the fluorine 
and metal ions. In the quantum yield spectra, the energy position of some of 
the maxima, as can be seen from Table 46, coincides with the frequency of 
plasma oscillations. 

X-Ray Photoelectron Spectra and L2 3 Quantum Yield Spectra . 
of Chlorine in Crystalline CaCI2 , SrCI2 , and BaCI2 

Figure 155 shows the L 2 , 3 quantum yield spectra and the X-ray photoelec­
tron spectra of the upper valence bands of chlorine in the compounds, CaCh , 
SrCI2 , and BaCh, displayed on the same energy scale [403]. The first subband 
of the valence band contains mainly the 3p wave functions of chlorine. The 
second contains the 3s wave functions of chlorine, while the subband containing 
the np levels of the metal shifts toward higher energies in passing from CaCl2 to 
BaCI2 • In BaCl2 , a common broad np-3s band is already formed. The L 2,3 quan­
tum yield spectra of chlorides are characterized by a doublet peak, which has an 
exciton character. The absorption limit is situated between the L2 andL 3 peaks. 
The magnitude of the forbidden band amounts to 10.5 eV in CaCI2 , and 8.0 eV 
in BaCI2 • Thus, the simultaneous investigation of the optical spectra, X-ray emis­
sion spectra, and X-ray quantum yield spectra offers the possibility of obtaining 
more complete information on the electron structure of crystals. Use of various 
spectroscopic methods in the study of alkali halide crystals shows that the widths 
of the forbidden bands determined by optical and X-ray methods are different. 
This indicates that in the excitation process in crystals the interaction between 
the hole and the electrons in the conduction band depends on whether the hole 
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Figure 155. Valence band photoelectron 
spectra and L2 3 quantum yield spectra of 
chlorine in (a) Ca02, (b) SrC12, (c) RaCl2 
crystals. 
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exists in a core level or in a valence band level. This interaction is stronger in the 
case of core holes. 

Experimental data also allow the determination of the symmetry of the 
states situated at the bottom of the conduction band and the symmetry of ex­
citon states. Analysis of the data obtained from X-ray photoelectron spectro­
scopy has shown that the calculations of the X-ray absorption spectra of alkali 
halide crystals are doubtful. For the crystalline halides of the alkaline-earth 
metals, the optical and X-ray methods have been used simultaneously to in­
terpret the optical spectra in a large energy range [394, 402, 403]. This per­
mitted a determination of the structure of the conduction band. It was found 
that the conduction band of these crystals can be described satisfactorily within 
the pseudopotential approach. The symmetry of the states situated at the bot­
tom of the conduction band, the space localization, and the hybridization of 
the wave functions of electrons in the valence band and the conduction band 
have also been determined. For the crystals in the fluorite group, the energy 
position of the exciton states observed in the optical absorption spectra coin­
cides rather well with the position of the excitons appearing in the X-ray quan­
tum yield spectra. 
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Energy location of the 
Valence S, p, and d States in 
Transition Metal Compounds 

In spite of the fact that intensive studies are currently being performed, the ex­
isting information on the electron structure of the compounds of transition 
metals is insufficient to permit a clear interpretation of their basic physical prop­
erties. Attempts to treat the valence electrons of these compounds within the 
framework of the usual band model [114] lead to the conclusion that the 
energy bands are not completely filled, and therefore all of these compounds 
should be metallic. Of course, this conclusion contradicting the experimental 
facts, further development of the theory is necessary. Mott [404] has pointed 
out the importance of taking into account the correlation between d electrons 
in the interpretation of the band properties of transition metal compounds. The 
problem of electron-electron correlations and their influence on the physical 
properties of many-particle systems is one of the most important problems of 
solid state physics. If the correlation corrections are small, they can be neglected 
or treated within the framework of the perturbation theory. In many cases (for 
example, in the case of nontransition metals and semiconductors) this approach 
is satisfactory [114]. However, in some cases, inclusion of electron interactions 
plays a principal role since it significantly modifies the properties of the system. 
In nontransition metals these interactions are strong if the average distance be­
tween the electrons is greater than the radius of their orbitals. In this case, the 
electron correlation will determine whether the given compound is a metal or 
an insulator. 

Let us consider the compound NiO. This is an ionic crystal with a crystal 
structure of the NaCI type. Two s electrons of nickel are transferred to the 
oxygen atom and the Ni2+ ion remains with eight 3d electrons. The distance 
between the nickel ions in the crystal is much greater than the radius of the 
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3d orbitals. From the point of view of the usual band representations, the 
compound NiO should be metallic since, for the d band, in the calculation 
for each elementary cell, out of ten possible states, only eight d electrons 
occur. 

Therefore, the d states in the valence band are only partially filled. Con­
sequently, the analogous compounds MnO and CaO should also be metallic, 
since for them the number of d electrons per ion is odd. However, it has been 
shown experimentally that all these compounds are good insulators. The oxides 
TiO, Re03, and Cr2 0 3 exhibit metallic properties, whereas some other oxides 
and transition metal compounds, such as VO and Ti2 °3, transform from the 
metallic to an insulating state when the temperature is changed. 

Oxides of Transition Metals 

Among the transition metal compounds, the oxides occupy a particular place 
owing to their interesting optical, electrical, and magnetic properties [405] . 
The electron structure of the oxides of transition metals are currently the sub­
ject of extensive theoretical and experimental investigation. Nemoshkalenko and 
Aleshin have measured the X-ray photoelectron spectra of the valence and core 
electrons of NiO, MnO, and ZnO crystals [54]. Shay and Spicer [46] and Pollak 
[339] have measured the photoelectron spectra of NiO with a somewhat better 
accuracy. However, the interpretation of the experimental data is not satis­
factorily convincing, particularly with regard to the energy position of 2p 
states of oxygen in the valence band. Pollak for example, suggested [339] that 
the peak at 11.5 e V is due to the reflection of oxygen 2p states in the X-ray 
photoelectron spectrum of the valence electrons of NiO. In our studies, in 
order to determine the energy location of the oxygen 2p states, we have used 
the data provided by X-ray spectroscopy. 

The K X-ray emission spectrum of oxygen in NiO, as reported by Brytov 
et aZ. [407], is shown in Figure 156. It can be seen that the center of gravity of 
the oxygen 2p band is situated at a binding energy of 6.5 eV, although in the 
X-ray photoelectron spectrum there is no particular structure in this energy 
region. This result demonstrates that the photoionization cross section of nickel 
3d electrons is much higher than the photoionization cross section of the oxygen 
2p electrons. In Figure 156 the Lex spectrum of nickel in NiO is also shown. All 
three spectra have been drawn on the same energy scale, by making use of the 
known values of the core-electron binding energies. The position of the maxi­
mum intensity in the Lex spectrum of nickel coincides with the position of the 
maximum in the photoelectron spectrum. Therefore, the maximum in the 
photoelectron spectrum reflects the 3d states of the transition element. An 
interesting feature of the oxygen K X-ray emission spectrum is the bump in the 
energy region where the 3d states of nickel are localized. It is possible that this 
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Figure 156: Valence band photoelectron 
spectrum (--); X-ray emission K spec­
trum (---j of oxygen; and La emission 
spectrum of nickel (- . . j in the compound 
NiO. 
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bump reflects the contribution of the 3d states of the transition metal to the 
X-ray emission spectrum of oxygen. Also to be noted are the dip in the photo­
electron spectrum on the high-energy side of the main maximum and the asym­
metry of the main peak of the La emission spectrum of nickel in NiO. The 
asymmetry in the distribution of 3d states in NiO may possibly be due to ef­
fects related to the splitting of the 3d orbitals into eg and t2g in the crystal 
field, and also to the fact that electrons with different spin orientation have 
different binding energies. The maximum at 11.5 e V may be explained in terms 
of the excitation of plasma oscillations, since Bakulin et al. [408] have shown 
that the magnitude of characteristic losses in NiO is of the order of 6 eV. 

Theoretical calculations of the structure of the energy bands of the transi­
tion metal oxides are contradictory and do not agree with the experimental data. 
Switendick, for example, maintains that the 2p band of oxygen is situated above 
the band that contains mainly the 3d states of nickel [409] , but the results ob­
tained by Mattheiss [410] suggest that the 2p band of oxygen is situated below 
the 3d band of nickel, and that between these bands there exists a forbidden 
gap with a width of 4.5 e V. The distance between the centers of gravity of the 
bands (6.8 eV) is 4 eV greater than the value determined experimentally. 

Figure 157 shows the X-ray photoelectron spectrum and the K emission 
spectrum of oxygen in MnO, obtained by Koster [411] . In the K emission spec­
trum a maximum is observed which represents a satellite due to multiple ioniza-

Figure 157: Valence band photoelec­
tron spectrum (--) and X-ray K emis­
sion spectrum (- - -j of oxygen in the 
compound MnO. 
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Figure 158: Valence band photoelec· 
tron spectrum and X-ray emission 
spectrum of compound ZnO: (--) 
photoelectron spectrum; (--) X·ray 
K emission spectrum of oxygen; 
(---) X·ray K emission spectrum of 
zinc; (- . -) x.ray emission L a spectrum 
of zinc. 

tion. The experimental results indicate that the distance between the 3d and 2p 
states is 1 eV, but the calculation yields a value of 7.4 eV. 

The most complete information regarding the X-ray spectra of ZnO is shown 
in Figure 158. The K emission spectra of oxygen and zinc in ZnO are drawn on 
the same energy scale. The Zn K emission spectrum exhibits two satellites 
[412]. It is evident that in ZnO, unlike in atomic zinc, there are states of the 
p type, which are localized in the vicinity of the zinc nucleus. Contrary to the 
conclusion of Zyryanov and Nemnonov [413] ,it is to be noted that the maxi­
mum on the high-energy side of the binding energy peak in the K emission spec­
trum of oxygen is probably a satellite and not the result of the influence of the 
3d states of zinc. This maximum is situated 1.2 eV from that corresponding 
to the 3d band. This energy difference is greater than the error in the localiza­
tion of lines in the combined spectra, which is of the order of 0.5 eV. 

In the comparison of the X-ray emission spectra and photoelectron spectra, 
we have used the values of the binding energy of oxygen is electrons (531.0, 
531.0, 530.7 eV) and of the 2p3/2 electrons of the transition metals (855.8, 
641.6, and 1021.2 eV) for NiO, MnO, and ZnO, respectively. 

In conclusion, simultaneous interpretation of the X-ray emission spectra 
and photoelectron spectra offers the possibility of obtaining information about 
the spatial and energy localizations of electrons of various symmetry types, 
which is particularly valuable in those cases in which electrons with different 
types of symmetry have strongly different ionization cross sections. 

HUfner and Wertheim [414] have measured the X-ray photoelectron spectra 
of the valence band electrons of the oxides Ti02, CU2 0, and CoO, using an lEE-
15 spectrometer. As can be seen from Figure 159, the bands containing the 2s 
and the 2p states of oxygen in these compounds are much wider than the mag­
nitude of the instrumental resolution (which is approximately 1 eV). The energy 
difference between the 2s and 2p states of oxygen in these oxides is close to the 
value obtained for the free atoms (approximately 16 eV). In CU20, the 3d band 
(which contains mainly the copper states) overlaps appreciably the 2p band 
(which contains mainly the oxygen states). The maximum due to the 3d eIec-
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Figure 159: Photoelectron spectra of 
the compounds (a) Ti02. (b) CU20, and 
(c) CoO. 
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trons of copper in CU2 0 has a width at half-maximum of 1.5 eV, which is much 
lower than the value corresponding to pure copper. It should be noticed that this 
maximum is characterized by a sharp peak near the top of the valence band. The 
band-structure calculations performed by Dahl and Switendick for CU20 [415] 
give results for the 2p states of oxygen and the 3d states of copper which are in 
good agreement with the experimental data. The calculated value of the binding 
energy of oxygen 2s electrons, however, is not confirmed by experiment. 
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The electron configuration of the transition metal atom is 3do in Ti02 , 
3d10 in CU2 0, and 3d 7 in CoO. The 3d states in CoO are characterized by a 
narrower peak than in MnO. The fine structure observed in the spectrum of 
MnO is probably due to the splitting of the final 3d6 state in the crystal field. 

Wertheim et al. [416] have measured the valence band photoelectron 
spectra of an Re03 monocrystal, using an HP-5950A electron spectrometer 
with a resolution of 0.55 eV. The sample was oriented with the (I 10) plane 
parallel to the exit slit of the spectrometer. An indication of the cleanliness 
of the sample surface was the relatively low width and the symmetric shape 
of the oxygen Is line (1.02 eV) and of the rhenium 4fline (0.78 eV). The 
magnitude of the spin-orbit splitting of the 4[ states is 2.46 eV. Each of the 
lines of the doublet is accompanied by an extended satellite structure with a 
plasmon energy of 2.1 eV. The X-ray photoelectron spectrum of the Re03 
valence band, shown in Figure 160, consists of two parts. The component of the 
spectrum having a width of approximately 2 eV and situated close to the Fermi 
level corresponds to the 5d states of rhenium. The structure of the spectrum 
situated between 3 and 10 e V is due to both the 5d states of rhenium and the 
2p states of oxygen. The greatest contribution to the electron density of states 
in this region comes from the 2p states of oxygen [416-418]. The main peak in 
the density of states, having a binding energy of 3 eV, contains a small contribu­
tion from the 5d states of rhenium. However, in the photoelectron spectrum, 
in the region corresponding to this peak, a maximum of much lower intensity is 
observed. From Figure 160 it can be seen that the distribution of the density 
of d states agrees rather well with the structure observed in the X-ray photo-

Figure 160: Valence band photoelectron 
spectrum of crystalline Re03: (1) photo­
electron spectrum; (2) superposition of 
the partial density of d states and 0.025 
partial density of 2p states in oxygen; (3) 
partial density of d states; (4) valence 
band electron density of states. 
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electron spectrum [119] . Better agreement with experiment is obtained if 2.S% 
of the density of p states is added to the density of d states and if the resulting 
curve is shifted O.4S eV toward higher values of the binding energy. The shape 
of the maximum of the Sd states in the total density of states agrees well with 
the peak in the experimental photoelectron spectrum. 

The band structure of Re03 calculated by Wertheim et al. [416-419] 
agrees well with the data on the optical properties, the dimensions of the sec­
tions, and the topology of the Fermi surface. Thus, the band related to the 2p 
states of oxygen appears in the X-ray photoelectron spectrum as a result of 
mixing with the d states of rhenium. The results obtained show that the ioniza­
tion cross section of the Sd electrons of rhenium is 20 to 40 times greater than 
the photo ionization cross section of the 2p electrons of oxygen. In general, the 
2p electrons of oxygen make a small contribution to the X-ray photoelectron 
spectrum. This can be deduced by a comparison of the relative intensities of the 
photoelectron lines of 2s and 2p electrons in various compounds containing 
oxygen. In MgO, for example, in which the metal does not have filled d states, 
the intensity of the 2p lines is low. 

Sulfides of Transition Metals 

Hufner and Wertheim [420] have measured the valence band X-ray photo­
electron spectra of NiS using an lEE-IS electron spectrometer with the mag­
nesium KCXI, 2 line as the photon source. The sample was prepared in the form 
of a thin film deposited on a holder of pure nickel. The nickel surface was 
heated up to SOO°C and then allowed to react for a short time with hydrogen 
disulfide, after which the sample was quickly cooled down to the room tem­
perature. At 264°C, the sulfide undergoes a transition from the metallic state to 
the semiconductor state [421]. The low-temperature phase is an antiferromeg­
netic semiconductor, and the high-temperature phase is a paramagnetic metal 
[421]. As can be seen from Figure 161, the X-ray photoelectron spectrum of 
NiS gives a rather clear representation of the structure of the density of elec­
tronic states in the valence band [422]. The theoretical and experimental results 
regarding the position and width of the d bands agree well, but they differ 
somewhat in the case of the sand p bands. Thus, experiment indicates that the 
3p band of sulfur is much closer to the 3d band of nickel than is predicted by 
the theoretical calculations. 

White and Mott have performed a detailed study of the electron structure of 
NiS [423]. One of the most important results of their experiment was that in 
NiS there exists a significant overlap of the d and p states. Therefore, the screen­
ing due to p electrons lowers the Coulomb energy of the valence electrons down 
to such a value that metallic conductivity becomes possible. 

Oshawa et al. [424] have measured the X-ray photoelectron spectra of the 
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Figure 161: Valence band density of 
states (a) and photoelectron spectrum 
(b) of crystalline NiS. 

disulfides of iron (FeS2), cobalt (CoS2), and nickel (NiS2), using an AEI-ES 
200 electron spectrometer. The electron structure of these compounds has 
been studied by a number of authors [425-427] . The highest component in 
the valence band of FeS2 is the t 2g band, which contains the 3d states of iron. 
The band that contains the 3p states of sulfur is characterized by a large width 
(of the order of 7 e V). As a result of the hybridization of the states in this band, 
a significant mixing of 3d and 4s states is observed. As can be seen from the 
experimental results (Figure 162), in FeS2 there exists a sharp maximum close to 
the Fermi level having a width at half-maximum of 1.3 eV. The width of this 
peak is dictated almost entirely by the spectrometer resolution. Studying the 
photoelectron spectra of FeS2 at an exciting energy of 40 eV, Li et al. [427] 
established that the 3d band of iron extends over about 0.8 eV. The maximum 
at a binding energy of 4 eV corresponds to the 3p states of sulfur. 

In CoS2, besides the six t2g electrons, there exists an additional electron that 
occupies the antibonding orbital eg , which results in a metallike conductivity. 
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Figure 162: Valence band photoelectron 
spectra of some disulfides: (1) FeS2. (2) 
CoS2• and (3) NiS2: 
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Therefore, the maximum in the photoelectron spectrum at a binding energy of 
approximately 1.5 e V corresponds to both t2g and eg electrons. 

Since NiS2 exhibits semiconductive properties, the antibonding eg orbital is 
probably split by the Hubbard interaction in NiS2 , the 3d states of nickel over­
lap the 3p states of sulfur significantly. According to data of Li et al [427], the 
t 2g maximum in NiS2 is situated at a binding energy approximately 1.4 eV 
higher than the corresponding maximum in FeS2 . This energy difference reflects 
the fact that the 3d electron in the nickel atom has a higher binding energy than 
the 3d electron in the iron atom. 

Halides of Transition Metals 

Kono et aZ. [428,429] have studied the X-ray photoelectron spectra of CuI, 
CuBr, and CuCI, while Sasisaka et aZ. [430] have studied compounds oftransi­
tion metals (manganese, iron, cobalt, and nickel) in their bivalent state with 
chlorine and bromine. 

Herman and McClure [431] have proposed that the valence band in CuCI, 
CuBr, and CuI is made up of two subbands separated by a forbidden band, 
the upper subband containing mainly d states and the lower sub band mainly 
p states. It is considered that the upper subband is made up of the 3d states of 
the Cu + ion, and the lower subband by the np states of the halogen ion, where 
n = 3,4, and 5 for CuCI, CuBr, and CuI, respectively. 

The speciments were prepared [429] by evaporation onto a steel substrate, 
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in a vacuum of 2-4 X 10-6 torr. In order to prepare the compound CuI, the 
substrate was heated up to 150°C. In CuCI, Novakov [432] observed satellite 
lines related to the 2p electrons of copper. It was shown, however, [429] that 
their occurrence is due to the absorption of water or oxygen. Frost et al. [433] 
have shown that the occurrence of an additional satellite structure is related 
to the presence of bivalent copper ions in the sample. In the previously quoted 
work of Kono et al. [429], no similar satellite structure was observed. This 
indicates that the compounds they studied were not oxidized and did not con­
tain water. The X-ray photoelectron spectra, measured with a resolution of 1.0 
e V using the magnesium KCXt, 2 line as the photon source, are shown in Figure 
163. Each of the spectra is characterized by two maxima. For all of the speci­
ments investigated, the most intensive maximum exhibits a bump on its low­
energy side. Due to the rather poor resolution, the bandwidth determined from 
the X-ray photoelectron spectra in Figure 163 is large. However, in the case of 
CuCI and CuBr, it can be considered that the experimental X-ray photoelectron 
spectra confirm the existence of the theoretically predicted forbidden band 
between the two valence subbands. By using the method of Jansson [434] for 
the mathematical treatment of X-ray photoelectron spectra, it can be shown 
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Figure 163: Valence band photoelectron 
spectra of some transition metal com· 
pounds: (1) CuCI; (2) CuBr; (3) CuI 
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that, also in the case of CuI, two subbands of the valence band are separated by 
a forbidden gap. 

Kono et al. [428,429] also determined the magnitude of the relative in­
tensity of the upper and lower valence bands: 

R= 
~ dElu (E, Iiw) 

~ dElL (E, Ilw) 

It is related to the magnitude of the moduli of the coefficients that determine 
the degree of hybridization of the p and d wave functions. The contribution of 
the d wave function to the electron wave function in the upper s~bband of the 
valence band amounts to 0.86 for CuCI, 0.69 for CuBr, and 0.77 for CuI, while 
in the lower sub band it is 0.24, 0.52, and 0.39, respectively. The results obtained 
by the method of X-ray photoelectron spectroscopy also offer the possibility of 
interpreting absorption spectra in the ultraviolet region [429]. 

Goldman et al. [435] have studied the valence band photoelectron spectra 
of CuCI, CuBr, and CuI, in the ultraviolet and in the X-ray regions of incident 
radiation spectra. The X-ray photoelectron spectra, measured with an ESCA-3 
spectrometer, are consistent with the spectra in Figure 163. Comparison of the 
X-ray photoelectron spectra with the spectra obtained at photon energies of 
16-48 e V indicates that the photoionization cross sections of the p and d elec­
trons depend strongly on the incident photon energy. In the ultraviolet region, 
the photoionization cross sections of p and d electrons are approximately equal, 
but in the X-ray region, the photo ionization cross section of d electrons is 
greater than for p electrons. 

Figure 164 shows the X-ray photoelectron spectra of the compounds of 
bivalent transition metals with halogens [430]. The spectra were recorded with 
a resolution of 1.0 e V, using an electron energy analyzer of the electrostatic 
condenser type. The measurements were made with a vacuum of 10-6 torr in 
the spectrometer. The KCil, 2 emission line of magnesium was used as source 
of photons. The specimens were prepared by in situ evaporation onto an 
aluminum substrate heated to 200°C. The samples were kept at this temperature 
for half an hour and then cooled down slowly to room temperature. From Fig­
ure 164 it can be seen that the X-ray photoelectron spectra of the investigated 
specimens are similar for the chlorides and bromides of transition metals, with 
the exception of the compounds of iron. 

The photoelectron spectra mainly reflect the splitting of 3d electrons, since 
the matrix elements of the probability of transition from d states to the con­
duction band are greater than those from np states. This is the explanation for 
the observed similarity of the photoelectron spectra. 



292 CHAPTER 6 

! ! I ! ! ! I I ! ! , ! I ! ! I , ! , I I ! , ! ! J 

10 5 o 10 5 0 

Figure 164: Valence band photoelectron spectra of some transition metals compounds with 
Cl and Br: (1) NiCI2; (2) CoCI2; (3) FeCI2; (4) MnCI2; (5) NiBr2; (6) CoBr2; (7) FeBr2; (8) 
MnBr2' 

Manganese Borides 

Nemoshkalenko et al. [436] have studied the binding energies of the 2p and 
3p core electrons of manganese and the Is core electrons of boron in borides, 
using an lEE-IS electron spectrometer. Powder samples were fastened onto ad­
hesive tape. The spectra were calibrated with respect to the Is line of carbon 
(284 eV). 

The problem of how the charge is distributed between the metallic and non­
metallic atoms in the borides of the transition metals (see, for example, [437]) 
is not yet resolved; there exist new data that some authors interpret as an indica-

TABLE 47: Values of Core-Electron Binding Energies of Mn and B in Manganese Borides 

MJ4B Mn2B 
Pure 

Level elements EE AEE EE AEE 

2Pl/2 Mn 652.0 654.7 2.7 653.8 1.8 
2P3/2 Mn 640.4 642.6 2.2 641.7 1.3 
3pMn 47.4 49.7 2.3 49.1 1.7 
Is B 186.8 188.4 1.6 188.1 1.3 
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tion of electronic charge transfer from the metal atoms to the boron atoms 
[438] , although other authors argue in favor of donor behavior by the boron 
atoms [439] . 

Ramqvist et al. [440,441] have shown that, in the study of the problem of 
charge transfer in such compounds as carbides, nitrides, and borides, the simul­
taneous use of X-ray spectroscopy and electron spectroscopy is very useful. 

As an extension of the previously mentioned studies of the X-ray spectra of 
Mn-B compounds [442] , core-electron binding energies have been measured for 
the atoms of both components of the following borides: Mn4 B, Mn2 B, MnB, 
Mn3 B4 , and MnB2 . All borides of manganese are good metallic conductors (even 
better than the pure metal manganese [443]), and therefore the measured values 
of the core-electron binding energies are as correct as the choice of the Fermi 
level of the instrument as origin on the energy scale allows. 

In all the samples investigated, the spectra of Is electrons exhibit two lines, 
which probably indicates that the oxide B20 3 formed on their surface. How­
ever, the occurrence of peaks corresponding to the oxide did not introduce 
difficulties in interpretation since the energy difference between the boron Is 
line in the oxide and that in borides is relatively large (approximately 4 eV). In 
the photoelectron spectra of manganese atoms, the measured 3p, 2p3/2 , and 
2Pl/2 lines are rather broad and possess a structure that may be interpreted in 
terms of the existence of an oxide layer, or of multiplet splitting [444]. 

The experimental results are shown in Table 47, which includes the binding 
energy values (E B) of the 3p, 2P3/2, and 2Pl/2 core-electron levels of manganese 
as well as the binding energy values of the Is electrons of boron in the borides. 
Also included are the corresponding values for the pure elements, as taken from 
the paper of Bearden and Burr [445] . The data on pure elements were used for 
the determination of the chemical shifts of the core levels (~EB) in the forma­
tion of the compounds. 

As can be seen from Table 47, all the measured values of the core-level 
binding energies of manganese in borides are greater than in the pure metal, 
which indicates that the manganese atoms in the compounds have a supplemen­
tary positive charge. The Is level of boron in the various compounds is situated 
on either side of the maximum corresponding to pure boron (according to 

MnB Mn3B4 MnB2 
Precision of 

EB flEB EB flEB EB flEB measurement 

653.2 1.2 653.6 2.2 654.0 2.0 ±0.2 
641.2 0.8 641.6 1.2 642.1 1.7 ±0.2 

48.5 1.1 48.8 1.4 49.4 2.0 ±0.1 
187.7 0.9 187.8 1.0 188.4 1.6 ±0.2-O.3 
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Bearden and Burr [445]). The shifts of the Is line are, however, rather small. 
In general, it has been found that the shift of the Is line of boron can reach up 
to approximately 9 e V, depending on the electronegativity of the second com­
ponent in the compound. It should be noted, however, that with the exception 
of MnB and Mn3 B4 , the shift of the core levels of both components with respect 
to those of the pure elements has the same sign. According to our results, such 
a tendency is not observed in other compounds, either of ionic type (which is 
natural), or with mixed bonding. According to the existing results for boron 
compounds [447], for chalcogenides [448], and even for metallike compounds 
of carbon [440, 441] , oxygen and nitrogen [440], the shift of the core levels of 
the two components is generally in opposite directions. Nevertheless, the results 
of Shabanova et al. [450] on the binding energies of iron 2p3/2 electrons and 
silicon 2p electrons in iron silicates show that the levels of both components are 
shifted in the same direction with respect to those of the pure elements. This 
provides an additional indication of the similarity between borides and silicates 
from the point of view of the chemical binding [437]. 

The chemical shifts of the core-electron binding energies of manganese in 
borides are not the same for different levels, as is demonstrated by the data in 
Table 47; more outer levels are characterized by smaller shifts. On the basis of a 
simple model it might be expected [440] that, under the influence of chemical 
binding, all the internal levels would suffer approximately the same shift. How­
ever, as more recent data have shown, this is not always the case: to a large ex­
tent it is true for ionic compounds [450] but less so for compounds with mixed 
ionic-covalent bonding [448]. 

The most obvious characteristic of the binding energy shift, in going from 
one boride to another, is the fact that for manganese and boron it occurs in the 
same direction; that is, if the binding energy of manganese core electrons 
increases, the binding energy of the boron Is electrons also increases. Moreover, 
the dependence of core-level shift on the composition of the boride is almost 
linear, and in the region of the monoboride MnB it changes sign (Figure 165). 

3 

o 
3pMn 
Is8 Figure 165: Mean value of the energy 

shift of the 2Pl/2' 2P3/2, and 3p photo­
electron lines of manganese, and of the 
Is photoelectron lines of boron in 
manganese borides. 
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Therefore, the decrease of binding energy in passing from the lower borides of 
manganese (Mn4 B, Mn2 B) to the monoboride MnB, shows that the atoms of 
both components get some charge. In contrast, the increase of binding energy on 
passing from the monoboride MnB to the diboride MnB2 indicates some de­
crease of the electron density, i.e., a loss of electron charge in the region of both 
manganese and boron atoms. 

It is worth mentioning here that, in the region of MnB, a similar change of 
sign also occurs in the variation of the energy shift of X-ray emission lines in the 
K series of manganese and boron [442]. A change of sign at the concentration 
corresponding to MnB has also been observed in the variation of some other 
parameters of the X-ray emission spectra of manganese borides, such as the 
width and the asymmetry index of the K and L lines of the metal and of the K 
line of boron [442]. It can be said in conclusion that the position and shape of 
the valence band are modified in a similar way, by the same factors related to 
chemical binding as those that determine the regular change of energy of the 
core-electron levels. 

What are these factors? In the system of manganese borides, the monoboride 
phase is characterized by a minimum distance between the manganese and boron 
atoms [437] and by a maximum in the hardness characteristics of the melting 
temperature and the microhardness [451]. For a series of metallike compounds 
of carbon, Ramqvist et al. 1440] have established that the shifts of inner lines 
are proportional to the heat of formation, i.e., with the strength of the binding, 
and have concluded that such a correlation can be attributed to the ionic com­
ponent of the binding. This result applied to the manganese borides, together 
with the fact that the variation of E B with the procentual content in the com­
ponents is essentially linear, indicates that the observed dependence (Figure 165) 
is mainly determined by the ionic component of the binding. At the same time, 
the influence of the covalent component is revealed by experimental observa­
tions such as the fact that the direction of shift of E B is the same for both 
components, that E B depends on the energy position of the level, and possibly 
also that the order of magnitude of the shift of the manganese levels is not low. 
From crystal chemistry one can deduce that in the borides covalent binding may 
exist between metal and boron atoms, as well as between boron atoms: starting 
from the monoboride phase, the occurrence of independent boron-boron bonds 
imparts to the boride compounds a particular structural individuality, which 
is characteristic of the pure element boron [437]. 

In conclusion, the analysis of experimental data points to the following 
result: when passing from the pure component elements to the lower borides 
(Mn4 B, Mn2 B), part of the electrons are removed from the spheres of both 
component atoms, in order to form a covalent bond; when passing from Mn4B 
to MnB, the covalent component decreases or remains unchanged, while the 
ionic component increases and reaches a maximum for MnB (here, the shifts are 
at a minimum and, as an exception, have different signs); when passing from 
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MnB to MnB2 , the ionic component decreases, and the covalent one increases, 
probably on account of the boron-boron bond. 

Since there exist controversial opinions concerning the direction of electron 
transfer and the magnitude of the transferred charge, it is interesting to make an 
attempt to extract these from the results obtained from the shift of the core 
levels. For this purpose, it is necessary to know the calibration of the energy 
shift of each element: for the 2P3/2 level of manganese, this has been established 
by Carver and Schweitzer [452], and for the Is level of boron, by Hendrickson 
et aZ. [446] . In the first case, the atomic charges were calculated by taking into 
account the electronegativity according to Pauling, and in the second case, by 
using the method of molecular orbitals of Huckel and the CNDO method. t It 
was shown that the charge at the boron atoms, determined by the CNDO 
method, agrees rather well with the measured values of the energy of the boron 
Is level [446] . 

The evaluation of effective charges in the borides of the transition metals, 
using such semiempirical calibrations, has evidently only an approximate charac­
ter, since, as yet, it is difficult to say to what degree the linear correlation 
between the shift and the charge might be true for compounds with intermediate 
binding character. Moreover, the calculations based on molecular orbitals assume 
that the charge separation is rather high, which in borides is probably not the 
case. By using the semiempirical scale of the chemical shifts of the manganese 
2P3/2 levels and boron Is level [446] , as well as the data in Table 47, it is found 
that when passing from Mn2 B to MnB, the charge increases by approximately 1 
electron in the vicinity of manganese atoms, and only insignificantly (according 
to calculations by the CNDO method) in the vicinity of boron atoms. When 
the boron concentration is increased, the variation of the shift is reversed, and in 
MnB2 , the charge in the vicinity of the manganese atoms decreases by approxi­
mately 1.8 electrons, compared to that in MnB, while in the vicinity of the 
boron atoms it decreases by approximately 0.1 electrons. Of course, these esti­
mations refer to the resultant charge, as built up by both component atoms. In 
compounds the total charge distribution may be very complicated, since the 
metal-nonmetal bonds involve contributions from the 3d, 4s, 4p orbitals of the 
metal atoms as well as the 2s, 2p valence orbitals of the boron atoms. There­
fore, it is difficult to correlate directly the charge variation with the variation of 
a given type of electron density. However, some information about such a cor­
relation may be obtained from other experimental data. In particular, for the 
series Mn2 B-MnB-MnB2 , successively increasing values of the relative intensity 
of manganese Lex lines have been observed, which may indicate an increasing 
density of d electrons. A similar conclusion can be drawn from measurements of 
the magnetic properties [439] and the electron-specific thermocapacity [453], 

tIn the CNDO method, differential overlapping is completely neglected. 
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namely, that in the series Mn2 B-MnB-MnB2 , the addition of each boron atom is 
accompanied by a corresponding binding of the d electrons of the metal with 
approxima+ely 1.8 electrons of boron. In this process, the density of 3d elec­
trons remains unchanged, or even increases. Therefore, the variation of the total 
charge, indicated by our experimental data (see Figure 165), is evidently caused 
by the simultaneous change of the density of the manganese 4s, P electrons and 
boron 2s, p electrons. It is possible that, up to the MnB phase, the charge cloud 
of valence electrons originating from both atoms is to a large extent shifted 
toward the manganese atoms, while beyond MnB, it is shifted toward the boron 
atoms due to the additional contribution of 4s, p electrons. The assumption that 
a number of electrons are transferred from the metal atoms in order to create 
the binding in borides with strong boron-boron bonds (MnB-MnB2) has already 
been used in the interpretation of the X-ray emission spectra of these borides 
[442] . However, as is indicated by the increase of the binding energy of boron 
Is electrons, the electrons that are removed from the vicinity of the metal atoms 
are probably not transferred to the boron atoms. It is possible that the forma­
tion of individual bonds between the boron atoms is accompanied by a de­
creasing localization of the 2s, p electrons of boron. 

Carbides of Transition Metals 

Ramqvist et al. [454] have studied the carbides of vanadium, niobium, and 
tantalum, using the electron spectrometer described in [I]. The binding energies 
were measured for the 2p3/2 electrons of pure vanadium and VC x carbides 
(where X = 0.876 and 0.716), the 3d1/ 2 electrons of pure niobium and NbCx 
carbides (where X = 0.940, 0.904, and 0.745) and of the 4/7/2 electrons of 
tantalum in TaxC (where X = 0.990, 0.963, 0.887, and 0.745). The values of 
the binding energies in the carbides are shifted toward greater energies compared 
with the values for the pure metals, which indicates a decrease of the electron 
density at the transition metals atoms. It was found that the energy shift of 
vanadium 2P3/2 electrons increases, while that of the niobium 3d1/ 2 electrons 
and the tantalum 4/7/2 electrons decreases when the carbon content in the 
carbides is increased. Since the binding energy of tantalum 4/7/2 electrons is not 
large (23 eV), special care should be exercised when interpreting the chemical 
shifts of this level in terms of electron charge transfer. The binding energy of the 
carbon Is electrons decreases, which indicates that the electron density increases 
in the vicinity of the carbon atoms. However, the binding energy of carbon Is 
electrons is almost the same for each carbide phase. Therefore, in these com­
pounds, the carbon atoms are in the same chemical state. In the carbides of 
stoichiometric composition, the electron lines of the metal atoms are narrower 
than those in carbides of nonstoichiometric composition. Here, the broadening 
is caused by the fact that not all the transition metal atoms have the same 
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Figure 166: Energy shift of core-level photoelectron lines of transition metals and the heat 
of formation of transition metal carbides, in the region of homogeneity. 

number of neighboring carbon atoms. The studies of titanium carbide by 
Ramqvist et al. [455] have shown that the above correlations are also valid for 
this compound. 

Figure 166 shows the relationship between the chemical shifts of the core 
levels and the energy of formation of the investigated compounds, as given by 
Ramqvist et al. [441, 454]. This indicates that the variation in the energy of 
formation between the different compounds is related mainly to the variation 
in the ionic character of the transition metal-carbon bonding. 
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Characterization of Surfaces 

The development in the knowledge of the electron structure of crystal surfaces 
has led to the solution of many problems in the physics of thin mms and thin­
film microelectronics. The electronic processes that take place at solid surfaces 
are of vital importance in such phenomena as chemisorption and heterogeneous 
catalysis. At present, solid surfaces may be characterized not only by vacuum 
ultraviolet spectroscopy, but also by means of X-ray photoelectron spectroscopy 
and Auger spectroscopy. Among the problems that may be investigated by X-ray 
photoelectron spectroscopy are the study of the energy states of the electrons 
situated near the crystal surface, the quantitative and qualitative analysis of the 
composition of the layer of material at the sample surface, the detection of 
impurities, and the determination of the valence states of atoms at the sample 
surface. For a number of reasons, Auger spectroscopy is characterized by a 
higher sensitivity, albeit combined with a lower resolution power, than X-ray 
photoelectron spectroscopy. Auger spectroscopy may be used for both quantita­
tive and qualitative analysis, as well as for the identification of substances 
formed as a result of chemical reactions at the sample surface. 

Auger Spectroscopy as a Method for 
Surface Characterization 

As a result of the ionization of atoms by electron or photon bombardment, 
the newly created states may contain holes either in the valence band or in the 
core levels. Auger spectroscopy investigates the energy distribution of electrons 
emitted by the relaxation of these states. The Auger spectra can be measured 
with the same instruments as X-ray photoelectron spectra. 

The Auger process consists in the nonradiative filling of holes by electron 
transitions from higher energy levels. The energy liberated in these transitions 
is transferred to another electron that is emitted from the sample. The energy 
of the emitted Auger electrons is determined by the binding energies of the elec­
trons participating in the Auger process and the electron work function of the 
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sample material [456]. In order to label the Auger transitions, the usual X-ray 
terminology is used. Thus, the KLIL2 Auger process represents the transition 
of an electron from the L 1 level to the previously ionized K level, together with 
the simultaneous emission of another electron from the L2 level. 

A competitive relaxation process, in which the atom containing a hole on 
an inner level undergoes transition to the ground state, is the emission of X-ray 
quanta. At low energies, the Auger-type relaxation process dominates [457]. 
At 4000 eV, the number of Auger electrons becomes comparable with the num­
ber of emitted X-ray photons. Restricting the discussion to low-energy transi­
tions, Auger spectroscopy in this energy region is very sensitive to all of the 
elements, excepting hydrogen and helium, which do not have core electrons. 

The kinetic energy of Auger electrons can be determined approximately 
from the values of X-ray energies [458,459]. Thus, the energy of KL IL2 Auger 
electrons is equal to EKL L (Z) ~ EK(Z) - EL (Z) - EL (Z). Here EL (Z) and 

1 2 1 2 1 

EL (Z) represent the energies of the corresponding levels, when involved in the 
2 

single ionization of atoms. Owing to the absence of the electron in the L I level, 
the binding energy of the electron on the L2 level increases and approaches the 
binding energy of an electron on the same level in an atom with a higher atomic 
number. Therefore, a more correct expression for the energy of Auger electrons 
can be written as follows [460-462] : 

where ~ has a value between Z and Z + 1. The best agreement with experiment 
is obtained by chosing a value for ~ between! and ~. Since the binding energy 
of electrons is measured with respect to the Fermi level of the spectrometer con­
struction material, it follows that the energy values of Auger electrons are 
lowered by the magnitude of the electron work function 'Psp. 

In the interpretation of effects related to Auger processes, use has been made 
mainly of empirical data, since the theory of Auger processes is less developed 
than the theory of X-ray emission. It suffices to mention that the selection rules 
for Auger transitions in atoms are at present not well established. In elements 
with atomic numbers from 3 to 14, the KLL Auger transitions are excited most 
frequently. With increasing binding energy, the ionization cross section decreases 
rapidly. At the same time, an increase of the X-ray emission yields is observed, 
and for elements with Z > 14 the experimental investigation of KLL Auger 
spectra becomes difficult. For silicon (Z = 14) it is still possible to observe high­
intensity LMM lines. In elements after zirconium (Z = 40), the MNN lines be­
come more intense than the LMM lines. The MNN lines can be used for identifi­
cation of elements with atomic numbers 40-79. 

The energy extension of Auger-electron spectra depends mainly on the width 
of the energy levels involved in the Auger transitions. Owing to the short lifetime 
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(10-14 -10-1 7 sec) of the initial ionic state, the width of Auger lines is, at best, 
equal to several electron volts. The width of Auger lines is particularly high in 
those cases in which valence electrons are involved in the process. If one valence 
electron is involved in an Auger transition, the width of the Auger line will not 
be less than the width of the valence band of the crystal. Even larger values of 
Auger linewidths are obtained when the Auger transitions involve two valence 
electrons. The yield of Auger electrons is determined to a large extent by the 
cross section for photoionization of atoms in nonexcited states. The probability 
of Auger transitions increases from zero at an incident electron energy equal to 
the binding energy of electrons situated on the energy level E B, and reaches a 
maximum value at incident energies of about 5E B [463]. However, the de­
pendence of Auger electron yield on the energy of incident (exciting) electrons 
does not have a form analogous to that of the energy dependence of the photo­
ionization cross section of atoms in nonexcited states. The observed discrepancy 
between the two curves may be explained by the presence of scattered electrons, 
which may produce ejection of additional Auger electrons. The contribution of 
scattered electrons to Auger emission increases with increasing energy. 

The problem of the energy dependence of the escape depth of electrons 
from the sample has been discussed in Chapter 1. Here, we only mention that in 
Auger spectroscopy, the electron escape depth is a complicated function of both 
the probability of Auger transitions and the energy of incident electrons. For 
one monolayer of oxygen atoms, the yield of Auger electrons is approximately 
equal to 10-4 KLL electrons for each incident electron [464]. 

Auger electron spectroscopy is mainly used for qualitative analysis. To solve 
many practical problems, a qualitative or a semiquantitative analysis is often suf­
ficient. This is probably why rather few works have been devoted to the use of 
Auger spectroscopy in quantitative analysis. However, use of appropriate stan­
dards, knowledge of the values of electron escape depth for the investigated 
materials, and taking account of the effects of incident electron scattering and 
of sample surface topography makes it possible to use Auger electron spectros­
copy as an efficient method for quantitative analysis. 

The vacuum level necessary in Auger spectroscopy can vary over a wide 
range of several orders of magnitude, depending on the reactivity of the investi­
gated surfaces. At pressures of about 10-9 torr, one monolayer of gas is adsorbed 
onto a crystal surface in about 103 sec, if the sticking coefficient is equal to 
unity. However, except for metal surfaces, the sticking coefficient is much lower 
than unity, so that in the Auger spectrometer a vacuum worse than 10-9 torr 
is permissible. Usually, for most practical problems, a very high vacuum is not 
necessary. Use of oil diffusion pumps, however, is not recommended since an 
ionizing beam of electrons promotes the cracking of hydrocarbons, and the 
presence of oil vapor inside the spectrometer results in the formation of a carbon 
contamination layer on the sample surface. 
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Auger spectroscopy can be used successfully in the study of surface chemical 
processes, for assessing surface cleanliness, and for determining the degree of 
coverage with adsorbed layers as well as the degree of purity of these adsorbed 
layers. It can also be used for detecting impurity migration on the sample 
surface. 

Chemical effects in Auger spectroscopy can be grouped into three categories: 
(a) energy shifts of Auger lines within the spectrum due to core-level shifts result­
ing from changes of the valence state of atoms; (b) changes of the line shapes, 
due to the redistribution of electrons in the valence band; and (c) changes of 
the line shape on the low-energy side of Auger lines due to changes in the mech­
anism of energy losses in the matrix. A reliable interpretation of chemical shifts 
in Auger-electron spectroscopy is not easy, since account should be taken of the 
energy changes in three levels. For exam pie, the chemical shift in KL 1 L 2 transi­
tions is determined by the expression: 

I1EKL,L, = EK - EL, - EL, - (EK + I1EK - EL, -I1EL,­
- EL2 -I1EL2) = -I1EK + I1EL, + I1EL" 

where D.E K , D.E L ,D. L represent the shifts of the K, L 1 , and L 2 levels. These 
1 2 

shifts are in general not equal. The situation is even more complicated when 
valence electrons take part in the Auger transitions. Besides of the energy shifts, 
the shape of Auger lines can also be affected by the charge redistribution in the 
valence band occurring during the process of oxidation of the sample. Although 
the interpretation of chemical shifts in Auger spectroscopy is difficult, the ob­
served shifts allow a determination of the chemical environment of atoms in 
compounds. 

In quantitative analysis, the following formula may be used as a first ap­
proximation [459]: 

Ix 
Cx = Cs -I -, 

S 

where Ix and Is represent the Auger-line intensities of the sample under investi­
gation and of another material used as a standard, respectively. This formula is 
valid only if the Auger excitation probability and the Auger electron yield are 
the same for the sample and the standard. Otherwise, large errors may appear. 
In quantitative analysis, account should be taken of the presence of scattered 
electrons, which may ionize the atoms and therefore give rise to additional 
Auger electrons. The contribution of scattered electrons to the Auger spectrum 
may be decreased by chosing the excitation energy only a little higher than the 
ionization energy of the sample. Quantitative analysis is especially difficult when 
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the sample composition varies within a depth smaller than the electron escape 
depth of the sample. 

X-ray photoelectron spectroscopy is usually considered as a method for the 
study of the electron structure of substances, whereas Auger spectroscopy is a 
useful method for the rapid identification of the chemical composition of the 
sample. The electron analyzers used in Auger spectroscopy are characterized by 
a higher sensitivity but lower resolution than the electron analyzers used in 
X-ray photoelectron spectroscopy. In fact, in Auger spectroscopy there is no 
point in increasing the instrumental resolution, because of the large natural 
widths of the Auger lines. Consequently, the speeds of spectra recording in 
Auger spectroscopy and in X-ray photoelectron spectroscopy differ by a factor 
of approximately 102 _103 • It should also be noted that the ionization cross 
section with electrons is usually higher than the ionization cross section with 
photons. Moreover, the flux density of photons and that of the electrons used 
in the excitation of Auger spectra are different. The electron beam may be 
focused onto a small area. However, bombardment of the sample surface by 
high-energy electrons may result in an increase of its temperature. Heating of 
the sample surface may change its adsorption properties and may cause de­
sorption, decomposition, or diffusion of adsorbed layers. If the diffusion occurs 
into the bulk of the sample, it may hardly be distinguished from desorption. 
Diffusion is more probable in insulators. All of these processes can, however, 
be monitored by the method of Auger spectroscopy itself. The simplest way to 
avoid unwanted phenomena is to lower the electron current; alternatively, a 
comparison can be made of measurements performed on surface regions sub­
mitted to the action of high-energy electrons with those from previously non­
exposed regions. 

As a rule, Auger spectra are studied by using specially constructed Auger 
spectrometers. The energy derivative dI(E)/dE of the intensity of secondary 
electrons I(E) is recorded, since it is sensitive to minute changes in I(E). 

Adsorption and Oxidation Processes at Metal Surfaces 

The simplest possible case of adsorption is the adsorption at the surface, 
in which the adsorbate atoms do not penetrate into the substrate, while the 
surface is completely or partially covered with the adsorbate. This means that 
one surface atom corresponds to one or less adsorbate atom. This type of ad­
sorption is termed type A. A more complicated type of adsorption occurs when 
the adsorbed atoms penetrate into the substrate, as, for example, in oxidation. 
These forms of adsorption can be grouped into two different classes, termed B 
and C. In cases of type B, part of the adsorbed substance penetrates into the sub­
strate under the action of temperature or pressure. Type-C adsorption is charac­
terized by the fact that the adsorbed substance penetrates into the sample before 
forming a monolayer of material on its surface. 
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By taking into account the magnitude of the mean free path of electrons in 
crystals; given in Chapter 1, one can consider that at photoelectron energies of 
1400 e V, only 15% of the corresponding photoelectron line represents the con­
tribution of atoms situated at the sample surface, but at energies of 100-200 eV, 
this contribution amounts to 50% [465]. X-ray photoelectron spectroscopy al­
lows the observation of different adsorption states by a study of the chemical 
shifts of atomic core levels. This makes possible a determination of the type of 
chemical bonding between the atoms of the adsorbed substance and the atoms 
of the substrate. The simplest case of oxygen adsorption by metals, that is, a 
type-A process, is easiest to study since the chemical shift (the difference be­
tween the position of the metal line and the position of the line corresponding 
to the same metal in oxides) for solid samples is well known. This chemical shift 
may take rather high values. For example, the 4f photoelectron line of tungsten 
is shifted by about 4 eV when comparing pure tungsten with tungsten in W0 3 

oxide. In the following processes of adsorption of one monolayer of CO and O2 
on Mo, CO on W, N2 and NO on W, CO on Pt, CO on Ni, and Xe or O2 on W, 
no energy shifts in the core-level photoelectron lines of the substrate occur. 
Figure 167 illustrates the photoelectron spectra of platinum. It can be seen that 
no shift of the 4fline of platinum is caused by oxygen adsorption. 

A B-type adsorption of oxygen on molybdenum can take place if it is in­
duced by heating in a gas atmosphere at a pressure of 1 torr. Figure 168 
shows the change of the molybdenum 3d line that accompanies oxygen adsorp­
tion. The maximum corresponding to oxygen in the photoelectron spectrum 
becomes more intense than the metal line. Its position is characteristic for 
Mo03 . Unfortunately, since the resolution power of the spectrometer used by 
Brundle in this experiment [465] was rather low, he was not able to establish 
whether the oxidation of molybdenum to Mo03 takes place via the intermediate 

.... ' 

Figure 167. 4f photoelectron spectra of plat­
inum: (1) platinum deposited on a substrate; 
(2) platinum covered with an adsorbed layer 
of carbon oxide. 
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Figure 168. 3d photoelectron spectra of 
molybdenum in oxygen adsorption pro­
cesses: (1) molybdenum with 7 mono­
layers of oxygen adsorbed on its surface; 
(2) molybdenum with 3 monolayers of 
oxygen adsorbed on its surface; (3) molyb­
denum with one monolayer of oxygen ad­
sorbed on its surface; (4) pure 
molybdenum. 
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oxidation state Mo02 . It should also be noted that to within ±O.2 eV the posi­
tion of the Is line of oxygen remained unchanged during the adsorption of ox­
ygen on molybdenum and during its oxidation. The adsorption of oxygen on 
nickel, vanadium, iron, lead, sodium, magnesium, and aluminum is a C-type 
process. 

In analyzing the line shifts, it should be established with certainty that the 
new lines do not arise from satellites or multiplet splitting. In the case of oxygen 
and carbon, the interpretation of the observed shifts in terms of the chemical 
binding is very important. One way of interpreting line-shift data is purely em­
pirical. It requires knowledge of the values of binding energies obtained for vari­
ous possible chemical conditions. It is known that the weakest type of interac­
tion between the adsorbate and the sample surface-Le., condensation-causes a 
small shift of the core-level lines of the adsorbate toward lower binding-energy 
values, while the strong type of adsorption-type B and type C-causes a larger 
shift to lower binding-energy values. 

As we have mentioned in Chapter I, the cleaning of sample surfaces can be 
accomplished rather efficiently by bombardment with argon ions. Unfortu­
nately, this gives rise to a series of complicated processes that need careful in­
vestigation. Among such effects and processes one could mention: a different 
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TABLE 48. Free Energy of Oxide Formation and the Possibility of Their Reduction by 

Bombardment with Argon Ions 

Free energy Free energy 
t:..Go t:..Go 

f f Sample (kcal/mol) Reduction Sample (kcal/mol) Reduction 

AU203 -39 Yes Ni(OHh 108 No 
Ag20 2.6 Yes W02 118 Yes 
CuO 30 Yes Mo02 119 No 
CU20 35 Yes SnOz 124 No 
Ir02 40 Yes Mo03 162 Yes 
PbO 45 Yes Fe203 177 Yes 
NiO 52 Yes W03 182 Yes 
Pb02 52 Yes Si02 192 No 
CdO 54 Yes Cr203 250 No 
FeO 58 Yes Ti20 3 346 No 
Ru02 60 Yes Al20 3 377 No 
ZnO 76 No Ta20S 471 No 

quality of surface cleaning for different impurity elements, diffusion induced 
by ion bombardment, chemical interaction between the atoms on the sample 
surface and the incident ions, and strong heating of the sample surface due to 
the interaction between the material at the sample surface and the high-energy 
ions. Kim et al. [466] studied the removal of oxides from the surface of a num­
ber of metals by bombardment with argon ions of 400 eVenergy. The metal 
surfaces had been oxidized by heating them up to high temperatures in air. As 
is seen from Table 48, many oxides have the tendency to undergo a reduction 
from higher oxidation states to pure metals or to lower oxidation states. All the 
oxides having a free energy of formation LlCt < 60 kcal/mol were reduced to 
pure metals under bombardment with argon ions. A number of oxides, such as 
Ta2 Os , Al2 0 3, Si02 , do not have stable intermediary oxidation states and are, 
therefore, stable when bombarded with argon ions. The observed correlation 
between the reactivity and the free energy of formation is consistent with the 
idea of the existence of a quasiequilibrium developed during the cleaning pro­
cess between the oxide and its components. 

Let us consider the interaction between argon ions and a palladium surface. 
Layers of palladium oxide, several microns thick, were obtained by heating in 
air at 600°C for several hours [466]. After ion bombardment, reduction of the 
oxide to the pure metallic state was observed. The chemical shift of the 3ds/2 

core level of palladium in PdO is large (as referred to pure palladium), and this 
fact allows the determination of the approximate thickness of metallic palla­
dium after different bombardment times. As can be seen from Figure 169, the 
thickness of the metal layer increases with the bombardment time and with the 
ion current. The different slope of the curves for different kinetic energies of 
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Figure 169. Thickness of palladium layer 
on Pd~ versus sputtering time and sputter· 
ing current, during bombardment with 
argon ions of various kinetic energies. 
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the argon ions is mainly due to the change of area of the ion-beam cross section 
with the increasing kinetic energy of the ions. After correcting for the variation 
of cross section, it is found that, for films of thickness under lOA, the rate of 
reduction of oxides to pure metals is constant, to within about 20%. From the 
radiation dose and the thickness of the palladium film formed, it was calculated 
that approximately two argon ions are necessary to reduce one palladium atom. 

In Auger spectra, practically no chemical shift of the electron lines is ob­
served in the case of A-type adsorption. Instead, the widths of Auger lines are 
more sensitive to changes of the chemical environment of the given atom. In a 
given situation, the X-ray photoelectron spectra may not show any observable 
change, although in the Auger spectra the lines are significantly broadened. 
Thus, after adsorption of one monolayer of carbon monoxide or oxygen onto 
pure molybdenum, the photoelectron spectrum of molybdenum 3d electrons 
does not change, but the MNN Auger line at 180 eV broadens by 1 eV. 

Such changes in the shape of Auger spectra are often used empirically for 
the detection of changes in the chemical binding of the adsorbant. Thus, a 
change in the shape of the carbon KLL Auger spectrum indicates a change in 
the chemical state of carbon atoms at the surface [467]. Also in a number of 
other cases, use of Auger spectroscopy in the study of surface states is prefer­
able to the use of X-ray photoelectron spectroscopy. Let us consider as an ex­
ample the adsorption of oxygen on metallic sodium [465]. In sodium, the 
high-energy peak in the KLL Auger spectrum has a kinetic energy of 965 eV, 
and the low-energy peak in the L 2 , 3 VV Auger spectrum has a kinetic energy of 
27 eV. The kinetic energy of Is photoelectrons is 414 eV. Upon oxidation, the 
peak in the KLL Auger spectrum of sodium is shifted by about 4 eV, which is 
significantly greater than the 0.4 eV shift of the Is photoelectron line. The shift 
of the Auger line is probably due to relaxation effects. After the formation of 
t of a monolayer of oxygen on the sodium surface, the L 2 , 3 VV Auger peak at 
27 eV (Figure 170) decreases drastically and almost disappears. At the same 
time two new peaks with Significant intensities appear at 19 eV and 23 eV. A 
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Figure 170. Variation of the structure and intensity of low-energy Auger lines of Na during 
the adsorption of oxygen. 

detailed investigation of possible mechanisms responsible for the occurrence of 
these peaks shows that they are due to cross transitions: the peak at 19 e V cor­
responds to the transition (Na+L2 3) (O-V) (O-V), and the peak at 23 eV to 
the transition (Na+L 2,3) (NaV) (O-L 2,3)' 

It should be noted that in this case a new situation has arisen: the new peaks 
do not appear as a result of chemical shifts of the electron lines of the substrate 
or adsorbate, but as a result of the creation of new reaction channels, from the 
interaction between the substrate and the adsorbate. These lines also appear to 
be more sensitive to small amounts of adsorbate than the usual transitions 
(OKLL), since they are situated in the energy region in which the electron mean 
free path is small. However, it is difficult to investigate this energy region, be­
cause of the high intensity of the background of scattered electrons. Compli­
cated but rather consistent effects have also been observed in the low-energy 
Auger spectroscopy of some other metals [467]. However, care should be 
taken when interpreting Auger spectra in terms of changes in the character of 
chemical binding in the adsorption process, since the Auger transition occurs in 
a system that is already once ionized, so that after emission of the Auger elec­
tron the atom is left in a twice-ionized state. Therefore, the possibility of de­
scribing such atomic states in crystals on the basis of conventional models of 
chemical binding should be regarded with caution. 

Use of X-Ray Photoelectron Spectroscopy in 
Quantitative Analysis 

The mean free path of photons with energies of the order of 1 ke V is several 
orders of magnitude greater than that of emitted electrons. Therefore, the escape 
depth of electrons is mainly determined by the probability of emitted electrons 
to escape from the crystal without undergoing inelastic collisions. The angular 
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distribution of photoelectrons, as described by formula (50) should also be 
taken into account. Manson [468] has calculated the dependence of ~ on the 
atomic number of the element investigated. It was found that, at high photoelec­
tron energies, ~ reaches some limiting value at the given angular momentum, and 
the corrections for relative intensities, measured at a fixed value of the angle 8, 
are small. Thus, the ratio of integral intensities to those measured at 90° is 10% 
greater for p orbitals than for s orbitals. In solids, the angular dependence is less 
significant than in free atoms and molecules, because of effects related to elastic 
scattering processes. In order to avoid the influence of the angular dependence, 
the measurements should be performed at an angle of 54.7° at which the inten­
sity of photoelectrons does not depend on the magnitude of~. From the analysis 
in Chapter 1, it follows that the intensity of photoelectrons from solid samples 
may be expressed by the formula 

1= FaNkA. 

The relative intensity of two different photoelectron lines of the same sample is 
given by the relation 

From the discussion in Chapter 1 it follows that the magnitude of the electron 
mean free path A is a monotonous function of its kinetic energy. In the energy 
region 100-1500 eV, it can be considered that A ~ E'/2. Carter, Schweitzer, 
and Carlson [469] chose carbon as the standard element: 

I Z.nl (J Z,Il11l hv - EB (nl) 

~ = aC,ls V hv - Eg (Is) , (I 22) 

where lz,nl represents the integral intensity of the photoelectron peak corre­
sponding to the nl subshell of the element with atomic number Z; hv represents 
the energy of the X rays; and EB(n!) is the binding energy of atomic electrons 
in the nl state. The photoionization cross section Uz in this formula has been 
calculated by Scofield [470] using relativistic Hartree-Fock-Slater functions. 
The values obtained were compared with experimental data for some simple 
molecules in the gaseous state [469]. Good agreement was observed between 
experiment and theory. 

Equation (I 22) has been used to calculate the relative intensities of photo­
electrons (Figure 171) for some specially chosen subshells of all of the elements 
in the periodic system, namely, those subshells that are most often used in X-ray 
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Figure 171. Intensity of some photoelec­
tron lines versus atomic number of the ele­
ments. The values are given relative to the 
Is line of carbon. 
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photoelectron spectroscopy. It is usual to choose subshells with high orbital 
quantum number at the given principal quantum number, since a vacancy in 
these subshells cannot be filled via Coster-Kronig transitions, which lower the 
lifetime of the ionized states and therefore broaden the photoelectron lines. In 
Table 49 are given the relative intensities of photoelectron lines for a number of 
solid samples, as well as the ratios calculated from equation (122). Consistency 
between experiment and theory is rather good (being to within about 10%). In 
certain circumstances, this consistency can even be improved. Thus, it was ob­
served that the intensity ratio of photoelectron lines of the same type of atom 
in chemically different molecules does not always correspond to the stoichio­
metric ratio. This is probably due to the different probability of shake-up and 
shake-off processes for different atoms in molecules. 

The model proposed by Wagner [471] for the quantitative analysis of the 
surface composition of solids assumes a uniform distribution of the investigated 
species over the sample. Any deviation from the expected behavior of relative 
intensities for homogeneous materials may help in the characterization of the 

TABLE 49. Comparison between the Relative Intensities of Photoelectron Lines for 
Solids 

Experiment 
Theory 

Ratio [471] [469] [104] [469,470] 

1sC/lsF 0.24 0.29 0.24 0.277 
Is0/lsNa 0.61 0.53 0.35 0.522 
IsNa/lsF 2.09 1.44 1.89 1.32 
2P3/2Si/lsF 0.17 0.23 0.15 0.161 
2P3/2P/lsNa 0.26 0.18 0.12 0.167 
2P3/2S/lsNa 0.33 0.30 0.18 0.232 
2P3/2Cl/lsNa 0.46 0.43 0.25 0.312 
2P3/2K/ lsF 0.85 1.03 0.83 0.723 
2P3/2Ca/lsF 1.01 1.06 0.98 0.903 
4f7/2Pb/lsF 4.10 4.12 3.74 
2sNa/lsNa 0.065 0.145 0.077 0.0919 
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nature of surface layers of a sample. For example, if a homogeneous material 
contains two elements of known concentration, situated under an overlayer, the 
observed intensity is determined by the expression 

, (I I) /1 /1 d -,--, 
- -= -e A2 Al / - /' , 

~ 2 

where I~ /I; represents the intensity ratio of the homogeneous material, as de­
termined by equation (122). The values of electron mean free paths, A'l and A~, 
correspond to electrons with kinetic energies Eland E 2. If the magnitude of 
IjA~ -ljA'l is known, then from the expression given above the thickness d of 
the overlayer can be calculated. This method may be used in those cases in 
which the thickness of the overlayer is greater than the lowest of the mean free 
paths A~ and A~. It is also desirable that the energy of the photoelectrons be 
significantly different. 

In the study of thin films, the characteristics of the elements situated inside 
the impurity layer can also be measured. 

Angular Distribution of X-Ray Photoelectrons with 
Regard to Quantitative Analysis 

As is known, X-ray photoelectron spectroscopy is extremely sensitive to the 
surface state of the investigated sample. This has been demonstrated in a number 
of works [472-474] in which it has been shown that the method permits the de­
tection of amounts of surface materials down to a limit of 1/50 of a monolayer. 
In order to separate from the total intensity the contribution of photoelectrons 
emitted from the very top layer of the sample surface, use can be made of the 
dependence of photoelectron intensity on the emission angle (J (with respect to 
the surface) or the incidence angle q, of the X rays. In the case of 4f electrons 
of gold excited by Kcxl 2 radiation of aluminum, the electron mean free path 
amounts to 22 A. The ~umber of atomic layers corresponding to this value of 
the mean free path is 9 for (J = 90° and 2 for (J = 10°. Therefore, in the second 
case, it is the electron structure of the surface that is observed. The effects re­
lated to the angular dependence of photoelectron intensity were first observed 
by Fadley and Bergstrom [475]. They measured the X-ray photoelectron emis­
sion of a gold crystal with its surface covered by a thin layer containing carbon. 
The relative intensities of the surface carbon atoms increased by approximately 
one order of magnitude at small electron emission angles. A similar effect has 
also been observed in the study of molybdenum foils covered with cesium 
monolayers [473] . 

A second effect is related to the change of orientation of the sample with 
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respect to the source of X rays. Henke [476] has shown that if the gold sample 
is investigated at low X-ray incidence angles <1>, the intensity of photoelectrons 
increases, and the depth of X-ray penetration into the sample decreases to ap­
proximately 20 A. It should be noted that the variation of X-ray incidence 
angle <I> affects the photoelectron intensity to a much smaller extent than the 
variation of the angle (). Nevertheless, the effect can also be used in some cases 
to characterize the sample surface state. 

An angular dependence of the fine structure of photoelectron spectra is also 
possible. This arises from the nature of the geometrical distribution of atoms in 
the sample. This effect was observed in the photoelectron spectra of single crys­
tals of NaCl [477] and gold [478] . In such cases, electron-diffraction (channel­
ing) processes occur, which result in an oscillatory dependence of the angular 
distribution on the angle of electron emission from the sample and a preferential 
emission of photoelectrons along certain directions of the crystal. For simplicity, 
in the following we will only consider the case of polycrystalline samples with 
plane surfaces. Fadley et at. [479,480] studied the angular dependence of pho­
toelectrons in terms of a simple model. 

The geometrical arrangement of the sample, the X-ray source, and the 
analyzer exit slit is shown in Figure 172. The beam of X rays of intensity 10 
falls onto the sample at an angle <1>. Inside the sample, due to refraction, it con­
tinues at an angle <1>' =1= <1>, though for X rays with an energy of the order of 
1 keY the refraction effects are important only for incidence angles lower than 
a few degrees. It is also assumed that the electrons emitted from the sample at 
an angle () undergo neither reflection at the surface nor diffraction processes. In 

Figure 1 72. Principle of the experimental ar­
rangement for the study of the angular depen­
dence of the photoelectron current intensity 
in solid state samples. 
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most experiments the angle ex between the X-ray beam and the beam of photo­
electrons is constant, so that a rotation of the sample around an axis situated on 
the surface and perpendicular to the plane of the figure results in a simultaneous 
change of the angles () and <I>. The angle <I> may be treated as a variable expressed 
by <I> = 1T - ex - (). Figure 172 also shows the maximum possible uncertainty 
tl(), tl <I> in the values of the angles (J and <I> at the given geometry of the experi­
ment. The problem is to determine the number of photoelectrons emitted in 
one second from the nl subshells of the atoms contained in a small volume of 
thickness dr at a distance r from the sample surface. The basic assumptions of 
the model are the following: 

1. The sample surface is assumed to be atomically smooth. 
2. The sample is amorphous or poly crystalline (in order to justify the neglect of 

channeling effects). 
3. At the sample, the beam of X rays is homogeneous. 
4. Reflection and refraction of X rays at the surface is described by the complex 

dielectric constant n = 1 - 0 - i~, where, in the X-ray region, 0 and ~ are 
much smaller than 1 (e.g., 10-4 ). 

5. The X rays and the current of photoelectrons are damped exponentially with 
the distance traveled inside the sample. Some typical values for the damping 
lengths are of the order of 1000-10000 A for X rays and 10-100 A for 
photoelectrons. 

6. The damping length of X rays is considered to be independent of the inci­
dence angle <I>. 

7. The length of the electron mean free path does not depend on the depth 
from which the electron is emitted or the emission angle (J. 

8. It is considered that the effects of electron elastic scattering do not have any 
influence on the angular dependence of photoelectrons. 

Thus, the intensity of the photoelectron current can be written as the prod­
uct of the flux of X rays at the depth r, the number of atoms of the given type 
inside the unit volume of the sample, the probability of photoelectron emission 
at angle no, a factor describing the damping of X rays, the intensity of the 
electron current, and an instrumental factor: 

dOni sin <D 
dl = JoAoQoDp dQ (1 - R) sin <Il' sin 8- X 

X exp [- r { AxSi~ GJ' + Aes\n (J }] dr, (123) 

where R is the coefficient of X-ray reflection; p is the density of the sample 
material;A o /(sin (J) is the effective area of the sample; donddn is the differen­
tial cross section for photoionization of electrons from the nl subshell; r/(sin <1>') 
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and r/(sin 9) are the distances traveled by the X rays and the electrons inside 
the sample; and D is a function describing the detection efficiency of the elec­
tron spectrometer at the given photoelectron energy E. By integrating equation 
(123) over r from ° to t, where t is the thickness of the sample surface layer, 
the following expression is obtained for the photoelectron intensity: 

1,1 = 10 (I _ R) si neD _I _e_x_p ~[ ;--:;'"",{ _A,.:.:.x-;-sI1;-· n-;-<D;--;-+-,--A:e=s_I"-in=e=_l:!.-] (124) 
sin <D' + (Ae/Ax) sin e • 

where 

For a sample with infinite thickness, 

sin<D 
loo=/o(1-R) . <D'+(\/A)' e SIn 1 e x SIn 

(125) 

Since the angle <I> is much higher than the critical angle, <l>c = (28)1/2, which 
in typical cases amounts to several degrees (for gold, for example, <l>c = 2.1 0 

when using the Ka1, 2 radiation of aluminum), it follows that the effects related 
to reflection and refraction can be neglected, so that it can be assumed that 
R = 0, and <I> = <1>' [476]. Moreover, since Ae/Ax = 100, the second term in 
the denominator in formulas (124) and (125) can be neglected, thus giving: 

(126) 

Thus, for a bulk sample the intensity of the photoelectron beam does not change 
with the angle (). 

Let us now consider the following case. The substrate of infinite thickness 
is covered with a thin adsorbate layer of thickness t'. The intensity of photo­
electrons emitted from the surface layer and from the substrate will then be 
given by the following formulas: 

It. = I~[l-exp(- . I' )]. 
Ae (E') sin e 

(127) 

(128) 

In general, the kinetic energy E of the electron emitted from the nl subshell is 
different from the energy E' of the electron emitted from the n'l' subshell. 
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Therefore, A~ (E) =1= A~(E'), and the ratio of intensities of photoelectrons 
emitted from the sample surface layer and from the substrate is given by the 
following expression: 

J I' J~ ( t' 
J ",,)' = T;: exp Ae (E) sin e 1 -exp - , ) [ ( I' )] 

A: (E') sin 8 
(129) 

and is represented by a function rapidly increasing with 8 at low 8 values. If the 
energies E and E' are close to each other, the values of the electron mean free 
paths will also be close to each other: A~(E) ~ A~(E'). 

Within a range of small t' values, there exists a region of 8 values for which 
t' «A~(E) sin 8. In this case 

t' It- '" -. -8- ; 
SIn 

(130) 

and therefore 

or, to a first approximation, 

(131) 

An equation having a form intermediate between (129) and (131) can be written 
as follows: 

It, (t' ) It'] -, r-v exp I , • 

I co,1 Ae (E) sin 8 Ae (E') sin fl 

For cI>";;;; cI> c' cI>' is in general different from cI>, and the reflection coefficient R is 
nonzero. For cI> ~ cI>c' cI>'« cI>. Therefore, takingR small for these angles, for­
mula (125) indicates-due to the factor (sin cI»j(sin cI>')-that the intensity 100 
for massive samples increases with 8. For gold, using the KCXt 2 radiation of alu­
minum, R = 0.18 and cI>' = 0.46cI>. This results in an increase' of I"" by a factor 
of approximately 1.2 as compared to the value 100 corresponding to cI> > cI>c, 
this result being confirmed experimentally. 

Henke [476] has calculated the intensity of a photoelectron beam assuming 
that the radiation incident on the surface of a sample with dielectric constant n 
is a plane wave. The result of this calculation can be written as follows: 



316 CHAPTER 7 

where F is a universal function describing the deviation of the intensity of the 
photoelectron beam from the constant value 100 = 10 , and Ax is the wavelength 
of X rays. It is convenient to express F as a function of three dimensionless 
variables: 

which gives the following dependence: 

I"" = loF (X, Y, Z). (132) 

The function F, for values Y and Z close to those for gold, and for the case of 
Kat 2 radiation of aluminum, is illustrated in Figure 173. It predicts a sharp 
incr~ase of the intensity 100 for angles <P ~ <Pc (8 = l80o-a-<pc ). A similar be­
havior of this function is found for any possible pair of values (Y, Z), although 
its relative amplitudes are strongly dependent on the values of these variables. 
Such an increase in the value of the intensity 100 was observed in the investiga­
tions of Henke [476] and Fadley and Bergstrom [478]. Knowing the values of 
l>,~, and Ax, the value of z and, consequently, Ae can be found from the in­
crease of the intensity 100 near the angle <Pc. Another important effect appearing 
at low <P is the decrease of the penetration depth of X rays as a consequence of 
the small values of the angle <P' [476]. Thus, for example, for the Kcx 1 2 radia­
tion of aluminum, the penetration depth may have a value of the orde; of 20 A. 

1.50 

Y=0.3 

7.00 

0.50 

1.0 2.0 3.0 4.0 5.0 x 
Figure 173. Shape of F(X, Y, Z) function versus the variable X at low incidence angles of 
the exciting X rays on the sample surface. The curves 1-6 are drawn for values of Z equal 
to 0.05,0.10,0.15,0.20,0.25, and 0.30, respectively. 
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The basic types of dependence of photoelectron intensity on the angle ~ in 
the above model are shown in Figure 174. Here, the dependence is illustrated 
for several cases of massive samples covered by a surface layer of thickness t' . 
The values of the angles Q and 0min were chosen arbitrarily, since these values 
are different in different experiments. The angle 0 = 1800 -Q corresponds to the 
angle ~ = O. In Figure 174, the angle ~ increases towards the left-hand side. 
Therefore, all photoelectron intensities for which 0 < 0min and 0> 1800 -Q 

must be equal to zero. The value ~c is reached at an angle slightly lower than 
180° -Q, and consequently the peaks that describe the particularities of X-ray 
refraction, analogous to that shown in Figure 173, should also appear in Fig-
ure 174 at the same value of the angle. In order to obtain the distribution of 
photoelectrons for angles of ° <Omin, the angular distribution for 0> 0min 
must be multiplied by sin 0 [480]. In Figure 174, a represents the angular dis­
tribution of photoelectron intensity from a massive sample without an adsorbed 
surface layer. In this case, the intensity is described by the equations (126) and 

Figure 174. Theoretically predicted 
angular dependence of the photoelec­
tron current intensity for (a) a bulk 
sample; (b) a surface layer of thickness 
t'; and (c) a bulk sample covered by an 
adsorbed layer of thickness t'. Also 
shown is the angular dependence of the 
photoelectron current intensity ratio 
corresponding to a surface layer of 
thickness t' and to the bulk (d). 
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(132) for angles e > emin . In the same figure, b represents the angular distribu­
tion of photoelectron intensity from an adsorbed surface layer of thickness t'. 
The continuous line represents the correct dependence as given by equation 
(127), and the dotted line represents the approximate dependence, valid for 
small values of t' [equation (130)]. In Figure 174, c represents the angular de­
pendence of photoelectrons from the substrate, as given by equation (128). For 
small values of the thickness t' of the surface layer, the intensity distribution of 
photoelectrons from the substrate is only slightly different from the continuous 
line, since t' «i\~ sin e. In Figure 174, d represents the ratio of photoelectron 
intensities from the surface layer and the substrate. Some increase in the inten­
sity is observed for e = 0 and e = 180°-0:. 

The relations obtained above are useful in the interpretation of experimen­
tal results. In spite of the fact that the amount of experimental data on the 
angular dependence of photoelectrons is sparse, it can be stated that the basic 
predictions of the model described above is qualitatively consistent with experi­
ment. The first such measurements were performed by Fadley and Bergstrom 
[475] on monocrystalline gold covered with a surface layer of carbon formed 
as a result of the fact that the vacuum system of the spectrometer included oil 
diffusion pumps. In this case the increase of the carbon Is photoelectron line 
intensity relative to that of the gold 4f photoelectron line was of the same order 
of magnitude for angles varying from 90° to 20°. The peaks due to reflection 
and refraction effects, that were predicted by equation (132), were in fact ob­
served experimentally (Figure 175). 

Figure 175. Angular distribution of 
3ds/2 photoelectrons of (a) molybde­
num and (b) a cesium monolayer 

o '--_---'-__ -'-__ -'--_---'-___ deposited on the surface of a molybde-
3:1 90 100 &, degrees num sample. 
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Figure 176. Angular distribution of 
3ds/2 photoelectrons of (a) molybde­
num and (b) a cesium monolayer de­
posited on the surface of a molybdenum 
sample. 
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Fraser et al. [473] studied the angular dependence of photoelectrons 
emitted by molybdenum foils polished mechanically, heated in an argon atmo­
sphere, and covered by a monolayer of cesium in a vacuum of 10-10 torr. In 
this case, a = 90°, t::.() amounted to several degrees and t::.4> was relatively high. 
Figure 176 shows the angular distributions of the 3ds/2 photoelectrons of 
molybdenum and cesium. Equations (127) and (128) describe the experimental 
data quite satisfactorily. For small thicknesses, t', the function l/(sin (J) can also 
be used to describe the observed angular distribution. Fadley et al. [479] have 
measured the angular distribution of photoelectrons from aluminum covered by 
aluminum oxide and carbon. In this experiment, the samples were mechanically 
and chemically polished aluminum disks. The measurements were performed at 
a = 90° , t::.() = 3° , t::. 4> = 10-15°. By using large values of 4>, effects related to 
reflection and diffraction could be avoided. For this sample, it is easy to dis­
tinguish between aluminum and aluminum oxide by studying the angular de­
pendence of the photoelectron intensity of the 2p electrons of aluminum (Fig­
ure 177). From the results, the increase in the intensity of the signal from the 
oxide at relatively low values of the angle () is clearly observed. 

In a careful comparison between theory and experiment, it is necessary to 
take into account the non uniformity of the X radiation, variations in the thick­
ness of the adsorbed layer over the surface of the sample, as well as effects 
related to the surface roughness [480]. 
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Figure 177. Angular distribution of 2p 
photoelectrons of aluminum covered by 
an oxide surface layer. 

Use of X-Ray Photoelectron Spectroscopy in 
the Study of Catalysts 

Brinen [481] has discussed the problems related to the use of X-ray photo­
electron spectroscopy in the study of catalysis. X-ray photoelectron spectros­
copy can be used to study changes in the chemical substances adsorbed on the 
surface of catalysts, the effects of oxidation and reduction reactions occurring 
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Figure 178. Photoelectron current in­
tensity of the catalyst before (--) 
and after (- - -) use. 
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at metal surfaces, and changes at the catalyst surface after catalysis. Figure 178 
shows the photoelectron spectra of molybdenum 3d electrons in fresh and used 
catalysts_ It is seen that the photoelectron spectra can give information on the 
changes suffered by the catalyst. In the spectrum of the used catalyst there ap­
pear features characteristic of the oxide and sulfide of molybdenum. 

The method of X-ray photoelectron spectroscopy also makes it possible to 
obtain information about differences in the catalytic capacity of various cata­
lyts_ Figure 179 shows some results for a catalyst containing rhodium in a car­
bon matrix. It is seen how the catalytic activity is correlated to changes in the 
chemical composition of the catalyst's surface layer. The large ratio between the 
metal oxide and the pure metal can be explained in this case as being due to high 
catalytic activity. If this ratio is low, the catalyst is bad. 

The method of X-ray photoelectron spectroscopy can also be used to de­
termine differences between the surface conductivities of catalysts. The full line 
in the photoelectron spectrum shown in Figure 180 contains four lines-two 
sharp and two broad_ The dotted line represents the same region of the spectrum, 
recorded using a source of low-energy electrons to compensate for the charging 
of the sample surface_ The charge is neutralized, and therefore the spectrum ex­
hibits only two lines. 

Figure 179. Current intensity of 3d 
photoelectrons in catalysts containing 
rhodium: high activity catalyst (_. --) 
and (-); low activity catalyst(- - -). 319.9 
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Figure 180. Photoelectron spectra of 
a catalyst having on its surface some 
charged and uncharged sites (--), 
and of a catalyst with an uncharged 

E, eV surface (---). 

Using X-ray photoelectron spectroscopy, it is possible to detect the forma­
tion of new chemical compounds on the surface, the adsorption of ions at the 
surface, as well as differences between the charge of various parts of the surface. 
It is also possible to detect undesirable components among the reaction 
products. 



8 

Structure of the 
Photoelectron Spectra 
of Core Electrons 

As we have already pointed out, the X-ray photoelectron spectra of core elec­
trons contain important information about the electron structure of crystals. The 
chemical shifts of photoelectron lines observed when passing from one com­
pound to another allow the determination of the magnitude of effective atomic 
charges, as well as the redistribution of valence electrons and the polarity of 
bonds between atoms of different types. The study of satellite lines observed in 
X-ray photoelectron spectra provides additional information about the electron 
structure of crystals and the characteristic features of the photoionization 
process. If the given compound contains atoms of the same type but in different 
valence states, the study of the energy position of the satellite lines yields 
information about the chemical state of a given atom, and their intensity in­
dicates approximately the amount of atoms in different chemical states. 

In the simplest case, the sample surface is covered with an oxide layer. The 
photoelectron spectrum then contains, besides the main line, an additional line 
situated at a higher binding energy, its position being characteristic for the par­
ticular oxide formed on the sample surface. In other cases, such as in catalysis, 
for example, further additional lines may appear situated at both greater and 
lower binding energies with respect to the main line. Knowing the position of 
these lines, it is in general possible to determine which particular compounds 
have formed on the catalyst surface. More difficult situations arise when the 
main photoelectron line is not split but only broadened. It is then not possible 
to determine the type of chemical compound formed on the surface. In some 
cases, it is important to evaluate the change in the magnitude of spin-orbit 
splitting, since it provides mformation about the crystal field. 

In a number of cases, however, the occurrence of satellites of the photoelec­
tron lines is not directly related to the change in the chemical state of atoms in 
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crystals. If a whole series of approximately equally spaced satellite lines appears 
beside the main line, it can be assumed that they are due to the excitation of 
plasmons by the photoelectrons, on their way out of the sample. In other cases, 
the satellite lines are due to multiplet effects in atoms having unfilled d and f 
shells. Satellite lines resulting from multiplet splitting effects should be distin­
guished from satellites resulting from shake-up or shake-off type processes. 
Usually, the satellite structure is produced by the simultaneous contribution of 
complicated multiplet interactions, the effects of shake-up or shake-off processes 
and plasmon excitations. 

In the most careful experiments, it has been observed that the photoelectron 
lines of many pure metals and alloys are not exactly symmetric. The observed 
deviation from symmetry is due to many-electron effects arising from the inter­
action of the hole on the core level with the electrons in the conduction band. 
The width of photoelectron lines provides information about the magnitude of 
radiative and nonradiative decay of hole states. 

In the present chapter, particular attention will be paid to problems related 
to the multiplet splitting of photoelectron lines, the satellites of the shake-up 
and shake-off type, and the asymmetry of photoelectron lines of atoms contain­
ing unfilled d and f shells. We will not discuss electron lines resulting from 
plasma excitations, since at present only a relatively small amount of informa­
tion on this problem has been obtained using the method of X-ray photoelec­
tron spectroscopy, and this concerns only a restricted number of samples. 

Multiplet Splitting of Photoelectron Lines 

In Chapter 2, we reviewed basic theoretical ideas about the multiplet split­
ting of photoelectron lines. Here, we will discuss in more detail the experimental 
results and their agreement with theory. 

The multiplet splitting of s states has been studied most extensively for the 
3s states of transition metals, and for the 4s and 5s states of rare-earth metals. 
Investigation of the multiplet splittings of 2s states has been made only in a few 
cases. 

The multiplet splitting of s states in transition metals has been studied by 
Fadley et al. [482,483], HUfner and Wertheim [484], Carver et al. [485,487], 
Kowalczyk et al. [486] and McFeely et al. [488]. The experimental results ob­
tained by these authors are given in Table 50. For the transition metals of the 
first transition period, the experimental values of the splitting are twice as large 
as the values calculated by formulas (35) and (36). This discrepancy can be ex­
plained by the fact that the d electrons in the compounds of transition metals 
are less localized because of their participation in the formation of chemical 
bonds. This results in a decrease of the overlap integrals (36) of sand d elec­
trons. The action of the crystal field on the ligand part causes a redistribution 
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TABLE 50. Multiplet Splitting of 2s and 3s States of Transition Metals and 
Their Compounds 

Compound 

CrF3 
CrCI3 
Cr203 
Cr2S3 
MnF3 
MnF2 
MnO 
MnS 
a-Mn 
FeF3 
FeF2 
Fe (metallic) 
COF3 
COF2 
CO (metallic) 
NiF2 
Ni (metallic) 

a [EB(2s)] 

5.9 [484] 
5.6 [484] 

4.3 [484] 

a [EB(3s)] 

4.2 [485] 
3.9 [485] 
4.1 [485] 
3.2 [485] 
5.6 [487] 
6.0 [486] ;6.5 [484] 
5.7 [482];6.1 [484] 
5.4 [484] 
4.1 [488] 
7.0 [483] 
5.9 [484] 
3.5 [484] 
5.3 [485) 
5.1 [484] 
2.1 [484] 
3.1 [484] 
1.8 [484] 
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of 3d electrons over the energy states, and this may lead to a decrease of the 
number of unpaired electrons. It is also important to take into account electron 
correlations inside the atomic shell. Inclusion of these correlations results in an 
additional decrease of the magnitude of the splitting. The effect is more pro­
nounced for states with lower spin values. By taking into account the electron 
correlations with the method of configuration interaction, for example, it is 
possible to obtain a good agreement between the calculated values of splitting 
energies and the experimental data. 

It should be noted that the behavior of the intensity ratio of the photoelec­
tron peaks, corresponding to spin values S + ! and S - !, is different from the 
simple one predicted by formulas (34) and (38). Thus, for the compounds MnF2 
and MnO this ratio is 2.0: 1.0 [483], which is different from the value 1.4: 1.0 
obtained on the basis of the one-electron model of atomic transitions. 

As Table 50 shows, when the number of unpaired 3d electrons increases, the 
magnitude of the splitting generally increases. It also depends on the nature of 
the ligand: the greater the difference in electronegativity, the larger the magni­
tude of the splitting. As an illustration, Figure 181 shows the photoelectron 
spectra of the 2s and 3s electrons of manganese in the compound MnF2. 

McFeely et al. [488] studied the multiplet splitting of 3s photoelectron 
lines of a-manganese in the paramagnetic state, using an HP-5950A electron 
spectrometer with the Ka1 2 line of aluminum as excitation radiation. The ex­
periment was performed with a vacuum of 6 X 10-11 torr. Figure 182 shows 
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Figure 181. (1) 2sand (2) 3s photoelec­
tron spectra of manganese in the compound 
MnF2· 

the results obtained by these authors on the multiplet splitting of 3s states in 
a-manganese together with the results of Fadley et al. [483] on Mn02, Carver 
et al. [487] on MnF3, and Kowalczyk et al. [486] on MnF2. As the figure 
shows, the experimental points lie on a straight line. Assuming that in these 
compounds the exchange integral (36) is constant, and making use of formula 
(35), one obtains 

11 (E8 (35)] ~ const (23 + 1). 

However, the experiment indicates that the following relation is valid: 

11 [E8 (35)] = 1.0 (23 + 1) + 0.6. 
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Figure 182. Multiplet splitting of 3s ~ 1 
photoelectron lines in Ol-manganese and 
in some manganese compounds. 
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The occurrence of a nonzero term on the right-hand side of this expression re­
veals the approximate character of the model used. The exchange integral is 
probably variable. Moreover, it is evident that the 3s-4s exchange integral 
should also be taken into account. The experimental value of the splitting 
A [EB(3S)] = 4.08 eV for a-manganese corresponds to the value S = 1.25, 
which is consistent with the magnitude of the magnetic moment /..l = 2.5 /..lB' 

Experimental results regarding the multiplet splitting of 4s and 5s states in 
rare-earth metals [489-492] are given in Table 51. As this table shows, the mag­
nitude of the splitting for some rare-earth metals is close to values obtained for 
some trivalent compounds of the transition metals with fluorine (trifluorates) 
[492]. Such a close agreement demonstrates that the 4[ electrons in rare-earth 
metals are not very sensitive to changes in the distribution of the valence elec­
trons. McFeely et al. [491] have estimated the magnitude of multiplet splittings 
with formula (35) using atomic functions for the sand [orbitals. As Figure 183 

TABLE 51. Multiplet Splitting of 4s and 5s States of Rare-Earth Metals and of Trivalent 
Compounds of Rare-Earth Metals with Fluorine 

Element 2S + 1 .::l [EB(4s)] .::l[EB(4s)]a .::l[EB(5s)] .::l [EB(5s)] 

Ce 2 1.4 1.0 
Pr 3 2.0 1.4 1.2 
Nd 4 2.7 1.6 1.7 
Pm 5 
Sm 6 5.4 2.9 2.8 
Eu 8.7 7.4 3.8 
Gd 8 7.8 8.2 3.6 3.7 
Tb 1 7.5 3.2 3.4 
Dy 6 6.4 2.8 2.7 
Ho 5 5.6 2.4 
Er 4 4.3 
Tm 3 3.4 

aYalues of multiplet splitting energies for trifluorides are taken from Ref. [492). 
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Figure 183. Experimental and theoretical 
values of the multiplet splitting of the 4s 
and 5s photoelectron lines of rare-earth 
metals: (e) metals and trifluorides {491, 
492J, (-) theoretical values {491J. 

shows, the calculated values of the multiplet splitting of the 5s states are rather 
close to the experimental ones, but for the 4s states, the theoretical values are 
about 80% greater than the experimental. 

Satellite Structure of 2p Photoelectron Lines 

The satellites of 2p photoelectron lines that appear in compounds of transi­
tion metals have been studied by Rosencwaig et al. [493], Wallbank et aI_ [494], 
Carlson et al. [495], and Novakov [496]. Completely different interpretations 
of the nature of these satellites have been proposed. Are they the result of mul­
tiplet splitting arising from the interaction between, on the one hand, the spin 
and orbital moments of the unfilled p shell (as a result of the removal of one 
electron from this shell) with, on the other, the spin and orbital momenta of 
the electrons in the unfilled 3d valence shells? Alternatively, are they the result 
of processes of the shake-up and shake-off type? In order to elucidate this ques­
tion, let us first consider some existing experimental facts. 

1. The satellites exist only in the spectra of the transition metal compounds. 
They are absent in the spectra of the pure metals. 

2. The satellites of the 3p photoelectron lines are not observed with an inten­
sity comparable to that of the satellites of the 2p lines. 

3. For a given metal, the energy distance between the satellite and the main 
photoelectron line increases as the ligand becomes less electronegative. 

4. Only one of the 2p photoelectron lines has a satellite line. There exist com­
pounds for which each main line has two or more satellite lines. 

5. The satellites are most intense in paramagnetic compounds. 
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Figure 184. 2p photoelectron spectra of manganese in the compounds (a) MnF2; 
(b) MnCI2; and (c) MnBr2. 
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6. The satellite structure is absent in compounds in which the 3d shell is com· 
pletely occupied. 

7. Satellites exist only in compounds of transition metals, in which the 3 d shell 
is partially occupied. 

To give an idea of the shape of a satellite line and its energy position, Figure 
184 shows the X-ray photoelectron spectra of 2p electrons in the compounds 
MnF2, MnCh, and MnBr2' and Figure 185 shows the 2p spectra for Sc(acetyl­
acetonate h, ScF 3 , and TiF 4 in which the 3 d shell according to the chemical 
formula is partially empty. 

Yin et al. [497] have stated that no satellites exist in diamagnetic com­
pounds. Carlson et al. [495] have shown, however, that diamagnetic compounds 

L b 
./ 2P~ a 2PJ/I 2PJ/2 c 

l3 Zp'/1 2p'12 
'i:; 2p1/2 
::) 

-e 
III 
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Figure 185. 2p photoelectron spectra of scandium and titanium in compounds. 
(a) Se(aeetilaeetonateh; (b) SeF3; (e) TiF4 . 
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Figure 186. 2p photoelectron spectra of 
cobalt in the compounds. (1) Co(acetil­
acetonateh; (2) Co(acetilacetonateh. 

can also have satellites, but that their intensity is much lower than those of para­
magnetic compounds. For example, the paramagnetic compound Co(acetylace­
tonate)2 is characterized by intense satellite peaks, while in the diamagnetic 
compound Co(acetylacetonate h satellites exist, but their intensity is consider­
ably lower (Figure 186). 

Gupta and Sen [498] have investigated the possibility of interpreting these 
satellites as resulting from the multiplet splitting of the core levels. Very careful 
calculations were performed of the multiplet splitting in the 2p shell of the 
compound MnFl' by taking into account spin-orbit effects and effects due to 
the crystal field. These calculations demonstrated that multiplet splitting plays 
an important role, but that, in this case, with the eXisting resolving power of 
electron spectrometers, multiplet effects result only in a broadening of the core 
2p lines and an increase of the background level between them. 

The idea that the satellites result from processes of the shake-up type is 
supported not only by theoretical arguments, but also by experimental results. 
The excitations of the shake-up type does not depend on the core atomic state 
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in which the vacancy exists [499]. Also the intensity of the corresponding pho­
toelectron lines exhibits an insignificant dependence on the state of the core 
hole. 

Carlson et al. [495] have studied the satellites appearing in the Is electron 
spectra of FeCI3, FeBr3, K3 Fe(CN)6, and K4 Fe(CN)6' In this case, the photo­
electron lines had a lower resolution than the lines generated by the 2p shell 
using the Kal, 2 radiation of aluminum or manganese as excitation source. This 
is explained by the fact that the Kal, 2 line of copper used by Carlson and co­
workers as radiation source is broader. Moreover, the natural width of the iron 
Is level is greater than that of the 2p level. High-intensity satellites were ob­
served in the spectra of the compounds FeCl3 and FeBr3' They are situated at a 
distance of about 4.7 e V from the main line, and their intensity amounts to 0.7 
of the intensity of the main line in the case of FeBr 3, and 0.5 in the case of 
FeCI3. This is consistent with the satellite structure observed in the 2p photo­
electron spectra of iron in the same compounds. In the cyanide compounds, no 
satellites were observed for the Is electrons. In these compounds, the 2p photo­
electron lines of iron do not have satellites. The theoretical value [499] for the 
magnitude of the multiplet splitting of iron Is photoelectron lines is very small, 
of the order of 0.1 eV. Thus, it is possible to conclude, for the compounds 
FeCl3 and FeBr3 at least, that the satellite structure in the 2p photoelectron 
spectra is a result of shake-up processes and not of multiplet splitting. It is pos­
sible that the satellite structure in the 2p photoelectron spectra resulting from 
multiplet splitting cannot be observed in this case because the spectrum of mul­
tiplet splitting is rather complicated and does not contain peaks clearly separated 
in intensity. 

Rosencwaig et al. [493] have interpreted the satellites in the 2p photoelec­
tron spectra as being the result of the excitation of a second electron from the 
3d states of the valence band to the 4s states. As a support of this point of view, 
the authors compared the values of the energy distances between the satellites 
and the main photoelectron lines with the energy values of the optical transi­
tions of electrons from the 3d to the 4s states of the free ions. The same mech­
anism of satellite formation has also been discussed by Demekhin et al. [500] 
within the framework of the many-electron theory. It is impossible, however, to 
understand why satellites are absent in compounds in which the 3d shell is com­
pletely filled. It is also difficult to understand the existence of a strong depen­
dence of the intensity of the satellites on the type of ligand. In spite of the fact 
that there exists some correlation between the values of the corresponding 
energies, it is at present accepted that it is not this mechanism that is responsible 
for the occurrence of satellites in the spectra of 2p photoelectrons. 

In our opinion, a more justified interpretation is that which states that the 
satellites related to transitions from the 2p shell result from the transition of 
electrons from the ligand to the 3d states. These transitions will be of the mono-
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TABLE 52. Satellite Structure in the 2p Photoelectron Spectra of Transition Metals in 

Compounds 

Number A [EB(2p)] Number A [EB(2p)] 
ofd ofd 

Compound electrons 2Pl/2 2P3/2 Compound electrons 2Pl/2 2P3/2 

ScF3 0 12.2 [495] FeCl2 6 5.7 [494] 4.3 
SC203 0 10.8 [494] 11.3 FeBr2 6 4.0[495] 
TiF3 1 13.0 [495] FeCl3 5 4.4 [495] 
Ti02 0 12.6 [494] 13.3 FeBr3 5 4.7[495] 
TiF4 0 14.7 [495] Fe203 5 8.2 [494] 8.0 
VF3 2 12.0 [494] CoCl2 7 5.1 [495] 
CrF3 3 11.8 [494] CoBr2 7 5.6 [495] 
CrCl3 3 10.3 [495] CoI2 7 3.9 [495] 
CrBr3 3 11.0 [495] NiF2 8 6.1 [495] 
CrF2 4 13 [494] NiCl2 8 5.6 [495] 
MnF2 5 6.5 [495] NiBr2 8 5.4 [495] 
MnCl2 5 5.1 [495] Nil2 8 6.1 [495] 
FeF2 6 5.6 [494] 5.4 

pole type, conserving the parity and the symmetry type. For these transitions 
to be possible, it is necessary that the 3d shell not be completely filled. Such a 
model was proposed by Carlson et al. [495]. According to this model diamag­
netic compounds can also have a satellite structure related to transitions from 
the 2p shell. 

Larson and Connolly [501] have used the XCI! method to perform calcula­
tions for a number of cluster groupings: TiF~-, CrF~-, CrBd-, Mn~-, MnCI6', 
and others. It was shown that the energies of electron transitions inside the 
limits of metal ions are less consistent with experiment then the energies of elec­
tron transitions from the ligands to the metal. The research in this field should, 
however, be extended, and in particular calculations should be performed, not 
only of excitation energies, but also of transition probabilities. 

The energy values characteristic for the satellite structures of transition 
metal compounds, related to transitions from the 2p shell, are shown in 
Table 52. 

Width and Asymmetry of Core-Level 
Photoelectron Lines 

The width of hole states is determined by the sum of the width of the radia­
tive transition, the Auger transition and the Coster-Kronig transition: 
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Thus, for the K level, the radiative width of the level is proportional to Z4 , and 
the Auger width is proportional to Z. The radiative and nonradiative widths of 
the K level become equal at Z ~ 29-30. For elements with Z < 17, the width 
of the K level is in general determined by the Auger transitions, mainly KLL 
transitions. The main contribution to the width of the L 1 level comes from the 
Coster-Kronig transitions. For the elements with atomic number 20 ~ Z ~ 13, 
the width rCK is more than 20 times higher than the field rR . For the elements 
with Z ~ 32, the width of the L2 and L3 levels is almost completely determined 
by the Auger transitions [502] and is practically the same. A more detailed dis­
cussion of the contributions of the radiative and nonradiative transitions to 
the width of hole states may be found in the review article of Bambynen et 
al. [503]. 

The processes that determine the linewidth in compounds can be more com­
plicated than in atoms. Friedman et al. [504] and Shaw and Thomas [505] have 
shown that the lifetime of core states in solids depends on the type of chemical 
compound in which the given atom is included. This effect has been observed in 
the study of the X-ray photoelectron spectra of a group of compounds in which 
the metal atom was characterized by a higher degree of oxidation, and the hole 
state by a lower decay width. The effect is due to the reduced number of valence 
electrons that can fill the hole. In several cases, however, the opposite situation 
has been observed. Citrin [506] has shown that when the width of the hole 
states in chemical compounds is to be determined, it is necessary to take into 
account not only the intraatomic processes, but also the interatomic ones. The 
probability of Auger processes can be expressed in terms of the matrix element 

where if! A (1) is the initial hole state of atom A; '1'(2) is the state of Auger elec­
trons (in the continuum); and <1>(1) and <1>/(2) are the initial bound states of the 
electrons that fill the hole and that are emitted out of the crystal, respectively. 
Significant differences in the width of hole states can appear in cases when these 
wave functions are localized at atom A (the atom with the hole) or at atom B 
(the nearest ligand to the atom with hole). Therefore, the following types of 
Auger processes are possible: AA, BB, AB, and BA. The first letter labels the 
atom that releases the electron that fills the hole, while the second letter refers 
to the atom from which the Auger electron is emitted. The probability that the 
process will go through one or the other of the possible mechanisms will be de­
termined by the overlap of the wave function 'I' A (1) with <I> A B (1) and '1'(2) 
with <I>/A,B(2). The mechanismAA is the most direct. It dete;mines the lifetime 
of the hole in core atomic levels in pure metals and monatomic gases. When the 
number of electrons that can fill the hole increases, the lifetime decreases. 

The Auger process goes through the BB mechanism when the energetically 
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highest electron of atom A takes part in the chemical binding. A typical example 
is that of the 2p states of sodium in NaOH. In metallic sodium, the 2p hole is 
filled by the 3s electrons. In the compound NaOH, the mechanism AA for the 
Auger processes is not possible, since the 3s electron of sodium is involved in the 
hydroxyl group. It is, therefore, to be expected that the 2p line of sodium in 
NaOH will be narrower. It has been found, however, that it is much broader than 
in pure sodium. This phenomenon can be directly related to the fact that a larger 
number of valence electrons in the hydroxyl group can fill the 2p hole states of 
sodium. 

Ci trin [506] has deviced a parameter determined by the density of valence 
electrons of the ligand and by the volume of the ligand inside a sphere around 
the central atom. This parameter has allowed him to explain the level widths 
observed for a complete group of compounds, namely, the oxides and fluorides 
of sodium, magnesium, and aluminum, for which the hypothesis of the existence 
of ionic spheres is valid. 

The mechanism AB is the most interesting, since in this case both intra­
atomic and interatomic effects occur. This is evident, for example, in the case 
of the widths of 2s lines in the compounds mentioned above, for which Coster­
Kronig (intraatomic) transitions are very efficient. It can be assumed that 
changes of the ligand do not result in significant changes in the probability of 
Coster-Kronig transitions. However, the lifetime of the hole state in the 2s level 
changes drastically as a function of the environment. Interatomic processes of 
the AB type are characteristic for copper, CU20, and CuO crystals. In the com­
pounds V 203, V02, and V 2 Os, the Auger processes also go through the AB 
mechanism, but the intraatomic process dominates (we have considered here 
the 2p states). 

In conclusion, the lifetime of hole states is determined by contributions 
from intra- and interatomic processes, and in some cases, the interatomic pro­
cesses are dominant. 

The shape of the photoelectron lines of core electrons has been studied 
theoretically by Doniach and Sunjic [507], who investigated the influence of 
the interaction between the created hole and valence electrons in metals on the 
shape of core-electron photoelectron lines. They made use of the results of 
Nozh~res and De Dominici [508] regarding the influence of multi electron effects 
on the shape of X-ray emission spectra. Doniach and Sunjic [507] showed that 
the intensity of the photoelectron current can be expressed as 

(133) 

where r is the r function, 'Y is the natural width of the hole state, and e is the 
energy measured with respect to the Fermi level. For a < 1, formula (133) pre-
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dicts an asymmetric distribution for the intensity of photoelectron lines of core 
electrons. A larger tail is observed on the high-bin ding-energy side of the line. 
Formula (133) can be used for a rough determination of the magnitude of a. 
The precision of this determination will, of course, depend on how precisely the 
spectrometer resolution function is known. 

The theoretical conclusions of Doniach and Sunjic [507] were obtained on 
the basis of a study of simple metals, for which it can be assumed that the elec­
trons in the valence bands behave as nearly free electrons. It is, however, diffi­
cult to test their result experimentally because the simple metals have a high 
reactivity. This reactivity results in the formation of oxide or hydroxide layers 
on their surface, which also cause a broadening on the high-energy side of the 
photoelectron lines of the core electrons. Identification of these effects is ex­
tremely difficult. For this reason Hufner and Wertheim [509] studied some less 
reactive metals, namely, silver, rhodium, palladium, iridium, platinum, and gold, 
although the theoretical analysis of the asymmetry of photoelectron lines is in 
these cases more difficult. As core lines, the 3d and 4flines were chosen. For all 
of the metals investigated, except gold, an asymmetry of the photoelectron lines 
was observed. However, attempts to describe the asymmetry directly by using 
the functions entering formula (133) have failed as a result of the instrumental 
broadening, which in gold and silver is greater than the natural width of the hole 
state. The function of instrumental resolution was determined from the smear­
ing of the Fermi edge in silver and copper. It was found that this function has a 
Gaussian shape with a half-width of 0.55 ± 0.05 eV. Using this function, the nat­
ural shape of the line was determined by choosing parameters to best fit formula 
(133). The parameters obtained are given in Table 53. Figure 187 shows the 

TABLE 53. Binding Energy and Parameters of the Core Photoelectron 
Lines of Several Metals 

Metal Level Energy 2'Y C< 

Rh 3d3/2 311.9 0.80 0.20 
3ds/2 307.2 0.60 0.10 

Pd 3d3/2 340.6 0.66 0.25 
3ds/2 335.2 0.74 0.11 

Ag 3d3/2 374.3 0.40 0.07 
3ds/2 368.2 0.38 0.03 

Ir 4/S/2 63.7 0.46 0.13 
4/7/2 60.7 0.40 0.12 

Pt 4/5/2 74.7 0.53 0.19 

4/7/2 71.3 0.50 0.19 

Au 4/5/2 87.7 0.43 0.00 
4/7/2 84.0 0.40 0.02 
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Figure 187. 4fphotoelectron spectra of iridium (a) before and (b) after accounting for 
experimental broadening. 

photoelectron spectra of 4f electrons in iridium before and after their theoret­
ical processing. 

The parameter 0: can be expressed as follows: 

ex = 2 ~ (21 + 1) ( ~~ r. 
where 0/ is the phase shift at the Fermi energy of the partial wave with angular 
momentum t. It also determines the details of the structure of the X-rayemis­
sion spectra in the vicinity of the Fermi level: 

where ~ 0 is a parameter having a value close to the width of the valence band. 
Therefore, in future studies, it will be interesting to compare the magnitudes of 
0: obtained by X-ray emission spectroscopy and X-ray photoelectron 
spectroscopy. 

Shevchik [510] has studied the influence of the density of electronic states 
in alloys on the shape of the core-level photoelectron lines. The investigated al­
loys were prepared from metals with a low density of electron states at the 
Fermi level combined with metals with high density of states. The photoelectron 
spectra were measured with an HP-5950A electron spectrometer. The K0: 1, 2 line 
of aluminum was used as source of photons. It was observed that the asymmetry 
of the photoelectron lines of the 4f core electrons of platinum and of the 2p 
electrons of nickel disappears when these metals are dissolved in cadmium. In 
contrast, asymmetry of the 4flines of platinum is preserved when platinum is 
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dissolved in gold. When gold and cadmium are dissolved in platinum, their core 
lines remain symmetric, as in the pure metals. If the atoms of platinum and 
nickel are dissolved in cadmium, their local density of states has a maximum 
not situated at the Fermi level, which is not the case in the pure metals. There­
fore, the number of electron-hole pairs that can be excited when a hole is cre­
ated in a core level is strongly lowered, and consequently the asymmetry of the 
core levels in this case disappears. The 4d levels of cadmium are energetically 
rather far away from the valence states of platinum and nickel, and therefore 
they do not interact strongly with each other. The d levels of nickel and plati­
num form virtual bound states in the s,p valence band of cadmium. The asym­
metry of the core lines of platinum in gold does not disappear, although the 
density of states at the Fermi level is significantly lower than in pure platinum. 
Since the d level of gold is energetically situated close to the d level of platinum, 
it follows that the d states of platinum do not move out of the Fermi level, and 
form virtual states in the s,p band of gold. 

When cadmium and gold are dissolved in platinum and nickel, in spite of 
the fact that the total density of states at the Fermi level is high, the local den­
sity of states of cadmium and gold remains low. In this case, the hole states of 
the dissolved atoms do not cause any asymmetry of the electron lines. As Table 
53 shows, for pure metals, the asymmetry is higher for those metals that have 
the highest density of electron states at the Fermi level. 

In alloys, the asymmetry of core states is determined by the local density of 
electron states of the components. 
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Index 

Adsorption on metal surfaces, 303-308 
Alkali halides 

optical spectra, 263-264 
properties, 25 1 
X-ray absorption spectra, 259-264 
X-ray photoelectron spectra, 251-259, 

263-264 
Alkaline-earth halides: see Fluorite crystals 
Alloys of transition metals 

calculation of X-ray photoelectron 
spectra, 159-167 

and coherent potential method, 169, 
174,180-181 

Aluminum 
calculated density of states, 126-128 
calibration of electron spectra, 23 
core-electron levels, 129 
oxide (AI203), electron escape depth, 

33 
plasmon oscillations in, 128-129 
X-ray emission spectra, 126-128 
X-ray photoelectron spectra, 125-128 

Amorphous solids 
calculated density of states, 248-250 
electron structure, 247 
topological disorder, 246-247 
X-ray photoelectron spectra, 247-248 

Angular distribution of photoelectrons, 
308-309,311-319 

Antimony 
calculated density of states, 248-249 
X-ray photoelectron spectra, 150-152, 

247-248 
See also Amorphous solids 

Appearance potential spectroscopy, 117 
Arsenic 

calculated density of states, 248-249 

Arsenic (cont ,) 
X-ray photoelectron spectra, 247-248 
See also Amorphous solids 

Asymmetry of photoelectron lines, 324, 
332, 334-335 

Auger electron emission spectroscopy 
and adsorption processes, 307-308 
basic emission process, 1, 299-300 
and chemical effects, 302 
and electron escape depth, 301 
and quantitative analysis, 302 
and surface characterization, 301-302 
theory, 300 

Barium 
calibration of electron spectra, 23 
X-ray photoelectron spectra, 155 

Band-structure calculations 

355 

APW method, 83, 90-92, 98 
Green's function method, 83, 92-93, 

98-100 
for disordered alloys, 111-112, 160-

167 
LCAO method, 87-88, 100 

for diamond, 200-206 
for graphite, 207-208 

OPW method, 83, 88-90, 98 
pseudopotential method, 83,93-96, 

101,197-199 
for amorphous solids, 247 
for cadmium compounds, 232, 236-

237 
for gallium phosphide, 224-225 
for germanium, 217 
for indium antimonide, 231-233 
for silicon, 215-216 
for tin selenide, 233-235 



356 

Band-structure calculations (cont.) 

for sphalerite-type crystals, 197-199 
XOl-cluster method, 96-98, 102-105 

Binding energy of electrons 
chemical shift of, 6,54, 60-62, 323 
and correlation effects, 52,58 
determination, 2-5,46-62 
in A2B6 and A3BS compounds, 243-

246 
and relativistic effects, 52, 58 
and relaxation effects, 53-58,225 

Bismuth 
calculated density of states, 248-249 
X-ray photoelectron spectra, 153-154, 

247-248 
See also Amorphous solids 

Bloch functions, 87,107-109 

Cadmium 
compounds 

calculated density of states, 232, 236-
237 

chemical shift in, 244-246 
X-ray photoelectron spectra, 220, 222, 

232,238 
See also Compounds with A3BS and 

A2B6 structure 
X-ray photoelectron spectra, 150-152 

Calibration of spectra 
of conducting samples, 23 
of nonconducting samples, 23-31 

Charge transfer, 171, 175, 189, 244, 293, 
297 

Charging effect, 5-6, 23-31 
Chemical shift: see Binding energy of 

electrons 
Chlorites 

quantum yield spectra, 279-280 
X-ray photoelectron spectra, 279-280 

Qeaning of sample surfaces 
by heating, 38-39,41 
by ion bombardment, 39, 305-307 
mechanical,40-41 

Cobalt, X-ray photoelectron spectra, 147-
148 

Compounas with A3BS and A2B6 struc­
ture 

calculated density of states, 222-223, 
238-243 

chemical shift in, 243-246 

Compounds with A3BS and A2 B6 
structure (cont.) 

multiplet splitting in, 238-243 
properties, 220 

INDEX 

ultraviolet photoelectron spectra, 223-
225 

Configuration interaction, method of, 53 
Copper 

valence band structure, 136-141 
X-ray emission spectra, 143-145 
X-ray photoelectron spectra, 141-148 
See also Noble metals, Transition metals 

Copper-gold alloys 
electron structure, 185-187 
X-ray photoelectron spectra, 186-187, 

189 
See also Alloys of transition metals 

Copper-palladium alloys 
calculated density of states, 180-181 
electron structure, 179-182 
X-ray photoelectron spectra, 179, 181-

182, 189 
See also Alloys of transition metals 

Correlation effects, 52-53, 58-59,70, 78, 
90,104,281 

Coster-Kronig transitions, 310, 332, 334 

Diamond 
calculated density of states, 200-201,206 
characteristic loss spectra, 211-212 
properties, 200 
X-ray emission spectra, 201, 203-206 
X-ray photoelectron spectra, 200-206, 

210-211 
See also Sphalerite-type crystals 

Diffusion, 43, 303, 306 
Disordered alloys 

coherent potential method, 111-112, 
169,174,180-181 

electron structure, 111 
model representations of the density of 

states, 193-195 
rigid-band model, 193-194 
two-band model, 193-194, 238 
virtual bound states model, 193-194 
virtual potential model, 193-194 

of noble metals with aluminum and 
magnesium, 189 

X-ray photoelectron spectra, 189-193 
See also Alloys of transition metals 
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Dysprosium, X-ray photoelectron spectra, 
154-155; see also Rare-earth metals 

Electron work function: see Work func­
tion of electrons 

Erbium, X-ray photoelectron spectra, 
154-155; see also Rare-earth metals 

Escape depth of electrons, 31-38, 308 
Europium, X-ray photoelectron spectra, 

154-155; see also Rare-earth metals 
Exchange potential 

Kohn-Sham type, 101, 105, 224, 226, 
228, 230, 232, 234 

Liberman type, 105 
Lindgren type, 50 
Slater type, 49,101,105,132,139, 

180,220,225,234,236 
V~x' 102, 105 

V~£, 104 
VXQ~'Y' 104 

Fluorite crystals 
Kramers-Kronig analysis of, 265-272 
optical properties, 265-272 
plasmon excitations in, 276-279 
quantum yield spectra, 272-276 
X-ray emission spectra, 272-276 
X-ray photoelectron spectra, 273-276 

Gadolinium, X-ray photoelectron spectra, 
154-155; see also Rare-earth metals 

Gallium compounds 
calculated density of states, 223-229 
chemical shift in, 244-246 
ultraviolet photoemission spectra, 224-

226 
X-ray emission spectra, 226-227 
X-ray photoelectron spectra, 220-221 
See also Compounds with A3BS and 

A2B6 structure 
Germanium 

Auger-electron emission, 218-219 
calculated density of states, 217, 219, 

249-250 
photoionization cross section, 212-214 
properties, 200 
X-ray photoelectron spectra of amor­

phous,247-248 
X -ray photoelectron spectra of crystal­

line, 212, 214, 217, 218 
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Germanium (cont.) 

See also Sphalerite-type crystals, Amor­
phous solids 

Gold 
electron escape depth, 33 
electron structure, 130-134, 136-139 
intermetallic compounds, 192-193 
X-ray emission spectra, 133-135 
X-ray photoelectron spectra, 130-134, 

149 
See also Noble metals 

Graphite and amorphous carbon 
calculated density of states, 207 
characteristic loss spectra, 211-212 
properties, 200 
X-ray diffraction in, 212 
X-ray emission spectra, 208-210 
X-ray photoelectron spectra, 206-211 
See also Sphalerite-type crystals 

Group symmetry of crystals, 105-111 

Hartree-Fock approximation, 46-49 
Holmium, X-ray photoelectron spectra, 

154-155; see also Rare-earth metals 

Indium 
compounds 

calculated density of states, 226-229 
chemical shift, 244-246 
X-ray emission spectra, 228-229 
X-ray photoelectron spectra, 220-221, 

226-231 
See also Compounds with A3BS and 

A2B6 structure 
X-ray photoelectron spectra, 150-152 

Iodine, X-ray photoelectron spectra, 151-
152 

Iridium, X-ray photoelectron spectra, 
149-150 

Iron, X-ray photoelectron spectra, 147-
148 

Iron-gold alloys 
electron structure, 183 
X-ray photoelectron spectra, 183 
See also Alloys of transition metals 

Isomer shift: see Mossbauer spectroscopy 

Koopmans' theorem, 48 
Kramers-Kronig analysis 

for barium fluorite, 270-272 
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Kramers-Kronig analysis (cont.) 
for calcium fluorite, 268-270 
for strontium fluorite, 270-272 
See also Fluorite crystals, Optical 

spectroscopy 

Lead, X-ray photoelectron spectra, 153-
154 

Lutetium, X-ray photoelectron spectra, 
154-155; see also Rare-earth metals 

Manganese, X-ray photoelectron spectra, 
147-148; see also Transition metals 

Manganese borides, 292-297 
Mercury compounds, chemical shift in, 

244-246 
Monochromatization of X-rays: see X-ray 

sources 
Mossbauer spectroscopy, 118-120 
Muffin-tin potential, 84-85, 90-91, 200; 

see also Band-structure calculations, 
APWmethod 

Multiplet splitting, 62-66,324-329; 
see also Transition metals, Rare­
earth metals, Compounds with 
A3BS and A2B6 structure 

Neodymium, X-ray photoelectron spectra, 
154; see also Rare-earth metals 

Neon, shake-up processes in, 69-70 
Nickel, X-ray photoelectron spectra, 147-

148 
Nickel-copper alloys 

calculated density of states, 169 
electron structure, 167-171, 179 
Mossbauer isomer shifts in, 171 
X-ray emission spectra, 169 
X-ray photoelectron spectra, 169-171 
See also Alloys of transition metals 

Nickel-gold alloys 
electron structure, 183-184 
X-ray photoelectron spectra, 183-184 
See also Alloys of transition metals 

Noble metals 
disordered alloys, 189-193 
electron structure, 129, 136-139 
intermetallic compounds, 192-193 
X-ray photoelectron spectra, 130 
See also Copper, Gold, Palladium, 

Silver 
Nuclear magnetic resonance, 120-122 

INDEX 

Optical constants of crystals, 265 
Optical spectroscopy, 114-117 

Kramers-Kronig analysis, 117 
Oscillator strength, 116, 276-279 
Oxidation of metal surfaces, 303-308 

Palladium 
calibration of electron spectra, 23 
electron structure, 136-139 
X-ray photoelectron spectra, 149-152 
See also Noble metals 

Palladium-gold alloys 
electron structure, 184 
X-ray photoelectron spectra, 184 
See also Alloys of transition metals 

Palladium-silver alloys 
electron structure, 171-177, 179 
X-ray emission spectra, 176 
X-ray photoelectron spectra, 171-172, 

175-176 
See also Alloys of transition metals 

Photoelectron spectrometers 
characteristics, 22 
construction, 13-21 
electron analyzers, 14 
ESCA-2,21-22 
ESCA-3,21-22 
ESCA-36,21-22 
HP-5950A, 20-22 

Photoionization cross section 
Born-Oppenheimer approximation, 

74-75 
influence of many-electron processes, 

77-81 
LCAO approximation, 75 
one-electron approximation, 71-73 
relative, 75-77 

Plasmon oscillations, 125-128,147,258, 
265,276-279,286,324 

Platinum, X-ray photoelectron spectra, 
149-150 

Platinum-gold alloys 
electron structure, 177-179 
X-ray photoelectron spectra, 177-179, 

189 
See also Alloys of transition metals 

Polarization potential, 56-57 
Potential model, 61-62 

Qualitative analysis, 299, 301 
Quantitative analysis, 299, 303 



INDEX 

Rare-earth metals 
multiplet splitting of photoelectron 

lines in, 327-328 
properties, 154 
X-ray photoelectron spectra, 154-159 

Rhodium, X-ray photoelectron spectra, 
149 

Samarium, X-ray photoelectron spectra, 
154-157; see also Rare-earth metals 

Sample preparation, 38-44 
Satellite lines, 66, 323-324, 328-332 

shake-up and shake-off, 67-70 
See also Multiplet splitting 

Selection rules, 64-65, 72, 114, 260, 
263,273,300 

Shake-off processes, 67-69,77,79, 310, 
324,328; see also Satellite lines 

Shake-up processes, 67-69, 77,79,310, 
324,328, 330-331; see also Satellite 
lines 

Silicon 
calculated density of states, 215-216, 

249-250 
calibration of electron spectra, 27 
electron escape depth, 35 
photoionization cross section, 212-214 
properties, 200 
X-ray emission spectra, 214-216 
X-ray photoelectron spectra of amor-

phous, 247-248 
X-ray photoelectron spectra of crystal­

line, 212-216, 247-248 
See also Amorphous solids, Sphalerite­

type crystals 
Silver 

electron structure, 136-141 
X-ray photoelectron spectra, 141-146, 

149-152 
See also Noble metals 

Silver-gold alloys, X-ray photoelectron 
spectra, 187-188; see also Alloys of 
transition metals 

Sodium 
electron structure, 124-125 
plasmons oscillations in, 125 
X-ray photoelectron spectra, 124-125, 

127-128 
Sodium chloride, calibration of electron 

spectra, 24 

Sodium hydroxide, X-ray photoelectron 
spectra, 125, 127 

Sphalerite-type crystals 
crystal structure, 197 
electron structure, 197-199 
group IV elements, 200-219 
See also Compounds with A3BS and 

A2B6 structure 
Surface states, 30-31, 217, 299 

Tellurium, X-ray photoelectron spectra, 
150-152 

Terbium, X-ray photoelectron spectra, 
155; see also Rare-earth metals 

Thallium, X-ray photoelectron spectra, 
153-154 
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Thorium, X-ray photoelectron spectra, 
158-159; see also Rare-earth metals 

Thullium, X-ray photoelectron spectra, 
155; see also Rare-earth metals 

Tin, X-ray photoelectron spectra, 150-152 
Tin compounds 

calculated density of states, 234-235 
chemical shift, 244-246 
X-ray emission spectra, 232 
X-ray photoelectron spectra, 220-221, 

232-233 
See also Compounds with A3BS and 

A2B6 structure 
Transition metal borides, 292-297 

X-ray emission spectra, 293-294 
X-ray photoelectron spectra, 292-294 

Transition metal carbides, 297-298 
X-ray photoelectron spectra, 297-298 

Transition metal compounds, 281-297 
properties, 281 
satellite structure of photoelectron 

lines, 328-332 
Transition metal halides, 289-292 

calculated density of states, 289-291 
X-ray photoelectron spectra, 289-292 

Transition metal oxides, 282-287 
calculated density of states, 283, 285-

287 
X-ray emission spectra, 282-284 
X-ray photoelectron spectra, 282-286 

Transition metal sulfides, 287-289 
calculated density of states, 287-288 
X-ray photoelectron spectra, 287-289 

Transition metals 
electron structure, 129 
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Transition metals (cont.) 

multiplet splitting of photoelectron 
lines, 324-325 

X-ray photoelectron spectra, 130, 147-
154 

Tungsten oxide (W03), electron escape 
depth,33 

Uranium, X-ray photoelectron spectra, 
158-159 

van Hove singularities, 46,114,116,129, 
180,199,223,230 

Water molecule, binding energy, 53-54 
Width of core levels, 332-334 
Work function of electrons, 4, 125, 243, 

299-300 

Xenon, X-ray photoelectron spectra, 151-
152 

X-ray absorption, 1 
X-ray emission 

basic process, 1 
transition probability, 112-114 

X-ray photoelectron emission 
basic process, 1-2 
and catalysis, 320-322 
far ultraviolet, 11 7 

INDEX 

influence of transition probabilities on, 
135 

interpretation of spectra, 45-46 
and quantitative analysis of surfaces, 

308-319 
See also Adsorption on metal surfaces, 

Oxidation of metal surfaces 
X-ray sources 

aluminum, 6-7 
electron gun for, 13 
filters for, 7 
helium, 8 
magnesium, 6-7 
monochromatization,8-14 
rotating anodes for, 13-14 
yttrium, 8 

Ytterbium, X-ray photoelectron spectra, 
154-155 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile ()
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.7
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (sRGB IEC61966-2.1)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF0633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F006200650020005000440046002006450646062706330628062900200644063906310636002006480637062806270639062900200648062B06270626064200200627064406230639064506270644002E00200020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644062A064A0020062A0645002006250646063406270626064706270020062806270633062A062E062F062706450020004100630072006F00620061007400200648002000410064006F00620065002000520065006100640065007200200036002E00300020064806450627002006280639062F0647002E>
    /BGR <FEFF04180437043F043E043B043704320430043904420435002004420435043704380020043D0430044104420440043E0439043A0438002C00200437043000200434043000200441044A0437043404300432043004420435002000410064006F00620065002000500044004600200434043E043A0443043C0435043D04420438002C0020043F043E04340445043E0434044F044904380020043704300020043D04300434043504360434043D043E00200440043004370433043B0435043604340430043D0435002004380020043F04350447043004420430043D04350020043D04300020043104380437043D0435044100200434043E043A0443043C0435043D04420438002E00200421044A04370434043004340435043D043804420435002000500044004600200434043E043A0443043C0435043D044204380020043C043E0433043004420020043404300020044104350020043E0442043204300440044F0442002004410020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E0030002004380020043F043E002D043D043E043204380020043204350440044104380438002E>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF0054006f0074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000760068006f0064006e00fd006300680020006b0065002000730070006f006c00650068006c0069007600e9006d0075002000700072006f0068006c00ed017e0065006e00ed002000610020007400690073006b00750020006f006200630068006f0064006e00ed0063006800200064006f006b0075006d0065006e0074016f002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e0074007900200050004400460020006c007a00650020006f007400650076015900ed007400200076002000610070006c0069006b0061006300ed006300680020004100630072006f006200610074002000610020004100630072006f006200610074002000520065006100640065007200200036002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200036002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200036002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200036002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e400740074006500690064002c0020006500740020006c0075007500610020005000440046002d0064006f006b0075006d0065006e00740065002c0020006d0069007300200073006f00620069007600610064002000e4007200690064006f006b0075006d0065006e00740069006400650020007500730061006c006400750073007600e400e4007200730065006b0073002000760061006100740061006d006900730065006b00730020006a00610020007000720069006e00740069006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e0074006500200073006100610062002000610076006100640061002000760061006900640020004100630072006f0062006100740020006a0061002000410064006f00620065002000520065006100640065007200200036002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200036002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03A703C103B703C303B903BC03BF03C003BF03B903AE03C303C403B5002003B103C503C403AD03C2002003C403B903C2002003C103C503B803BC03AF03C303B503B903C2002003B303B903B1002003BD03B1002003B403B703BC03B903BF03C503C103B303AE03C303B503C403B5002003AD03B303B303C103B103C603B1002000410064006F006200650020005000440046002003BA03B103C403AC03BB03BB03B703BB03B1002003B303B903B1002003B103BE03B903CC03C003B903C303C403B7002003C003C103BF03B203BF03BB03AE002003BA03B103B9002003B503BA03C403CD03C003C903C303B7002003B503C003B103B303B303B503BB03BC03B103C403B903BA03CE03BD002003B503B303B303C103AC03C603C903BD002E0020002003A403B1002003AD03B303B303C103B103C603B10020005000440046002003C003BF03C5002003B803B1002003B403B703BC03B903BF03C503C103B303B703B803BF03CD03BD002003B103BD03BF03AF03B303BF03C503BD002003BC03B50020004100630072006F006200610074002003BA03B103B9002000410064006F00620065002000520065006100640065007200200036002E0030002003BA03B103B9002003BD03B503CC03C403B503C103B503C2002003B503BA03B403CC03C303B503B903C2002E>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105E705D105D905E205D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05EA05D005D905DE05D905DD002005DC05EA05E605D505D205D4002005D505DC05D405D305E405E105D4002005D005DE05D905E005D505EA002005E905DC002005DE05E105DE05DB05D905DD002005E205E105E705D905D905DD002E0020002005E005D905EA05DF002005DC05E405EA05D505D7002005E705D505D105E605D90020005000440046002005D1002D0020004100630072006F006200610074002005D505D1002D002000410064006F006200650020005200650061006400650072002005DE05D205E805E105D400200036002E0030002005D505DE05E205DC05D4002E>
    /HRV <FEFF004F0076006500200070006F0073007400610076006B00650020006B006F00720069007300740069007400650020006B0061006B006F0020006200690073007400650020007300740076006F00720069006C0069002000410064006F00620065002000500044004600200064006F006B0075006D0065006E007400650020006B006F006A00690020007300750020007000720069006B006C00610064006E00690020007A006100200070006F0075007A00640061006E00200070007200650067006C006500640020006900200069007300700069007300200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E006100740061002E0020005300740076006F00720065006E0069002000500044004600200064006F006B0075006D0065006E007400690020006D006F006700750020007300650020006F00740076006F007200690074006900200075002000700072006F006700720061006D0069006D00610020004100630072006F00620061007400200069002000410064006F00620065002000520065006100640065007200200036002E0030002000690020006E006F00760069006A0069006D0020007600650072007A0069006A0061006D0061002E>
    /HUN <FEFF0045007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002000fc007a006c00650074006900200064006f006b0075006d0065006e00740075006d006f006b0020006d00650067006200ed007a00680061007400f30020006d00650067006a0065006c0065006e00ed007400e9007300e900720065002000e900730020006e0079006f006d00740061007400e1007300e10072006100200061006c006b0061006c006d00610073002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b006100740020006b00e90073007a00ed0074006800650074002e002000200041007a002000ed006700790020006c00e90074007200650068006f007a006f007400740020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200036002c0030002d0073002000e900730020006b00e9007301510062006200690020007600650072007a006900f3006900760061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 6.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200036002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200036002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d0069002000730075006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c002000740069006e006b0061006d0075007300200076006500720073006c006f00200064006f006b0075006d0065006e00740061006d00730020006b006f006b0079006200690161006b006100690020007000650072017e0069016b007201170074006900200069007200200073007000610075007300640069006e00740069002e002000530075006b00750072007400750073002000500044004600200064006f006b0075006d0065006e007400750073002000670061006c0069006d006100200061007400690064006100720079007400690020007300750020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200036002e00300020006200650069002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF004c006900650074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020007000690065006d01130072006f00740069002000640072006f01610061006900200075007a01460113006d0075006d006100200064006f006b0075006d0065006e0074007500200073006b00610074012b01610061006e0061006900200075006e0020006400720075006b010101610061006e00610069002e00200049007a0076006500690064006f0074006f0073002000500044004600200064006f006b0075006d0065006e00740075007300200076006100720020006100740076011300720074002c00200069007a006d0061006e0074006f006a006f0074002000700072006f006700720061006d006d00750020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200036002e003000200076006100690020006a00610075006e0101006b0075002000760065007200730069006a0075002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 6.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200036002e003000200065006c006c00650072002e>
    /POL <FEFF004b006f0072007a0079007300740061006a010500630020007a00200074007900630068002000750073007400610077006900650144002c0020006d006f017c006e0061002000740077006f0072007a0079010700200064006f006b0075006d0065006e00740079002000410064006f00620065002000500044004600200070006f007a00770061006c0061006a01050063006500200077002000730070006f007300f300620020006e00690065007a00610077006f0064006e0079002000770079015b0077006900650074006c00610107002000690020006400720075006b006f00770061010700200064006f006b0075006d0065006e007400790020006600690072006d006f00770065002e00200020005500740077006f0072007a006f006e006500200064006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d0061006300680020004100630072006f00620061007400200069002000410064006f0062006500200052006500610064006500720020007700200077006500720073006a006900200036002e00300020006f00720061007a002000770020006e006f00770073007a00790063006800200077006500720073006a00610063006800200074007900630068002000700072006f006700720061006d00f30077002e004b006f0072007a0079007300740061006a010500630020007a00200074007900630068002000750073007400610077006900650144002c0020006d006f017c006e0061002000740077006f0072007a0079010700200064006f006b0075006d0065006e00740079002000410064006f00620065002000500044004600200070006f007a00770061006c0061006a01050063006500200077002000730070006f007300f300620020006e00690065007a00610077006f0064006e0079002000770079015b0077006900650074006c00610107002000690020006400720075006b006f00770061010700200064006f006b0075006d0065006e007400790020006600690072006d006f00770065002e00200020005500740077006f0072007a006f006e006500200064006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d0061006300680020004100630072006f00620061007400200069002000410064006f0062006500200052006500610064006500720020007700200077006500720073006a006900200036002e00300020006f00720061007a002000770020006e006f00770073007a00790063006800200077006500720073006a00610063006800200074007900630068002000700072006f006700720061006d00f30077002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200036002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006C0069007A00610163006900200061006300650073007400650020007300650074010300720069002000700065006E007400720075002000610020006300720065006100200064006F00630075006D0065006E00740065002000410064006F006200650020005000440046002000610064006500630076006100740065002000700065006E007400720075002000760069007A00750061006C0069007A006100720065002000640065002000EE006E00630072006500640065007200650020015F0069002000700065006E00740072007500200069006D007000720069006D006100720065006100200064006F00630075006D0065006E00740065006C006F007200200064006500200061006600610063006500720069002E00200044006F00630075006D0065006E00740065006C00650020005000440046002000630072006500610074006500200070006F00740020006600690020006400650073006300680069007300650020006300750020004100630072006F0062006100740020015F0069002000410064006F00620065002000520065006100640065007200200036002E003000200073006100750020007600650072007300690075006E006900200075006C0074006500720069006F006100720065002E>
    /RUS <FEFF04180441043F043E043B044C043704430439044204350020044D044204380020043F043004400430043C043504420440044B0020043F0440043800200441043E043704340430043D0438043800200434043E043A0443043C0435043D0442043E0432002000410064006F006200650020005000440046002C0020043F043E04340445043E0434044F04490438044500200434043B044F0020043D0430043404350436043D043E0433043E0020043F0440043E0441043C043E044204400430002004380020043F043504470430044204380020043104380437043D04350441002D0434043E043A0443043C0435043D0442043E0432002E00200421043E043704340430043D043D044B043500200434043E043A0443043C0435043D0442044B00200050004400460020043C043E0436043D043E0020043E0442043A0440044B0442044C002C002004380441043F043E043B044C04370443044F0020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E00300020043B04380431043E00200438044500200431043E043B043504350020043F043E04370434043D043804350020043204350440044104380438002E>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200073006c00fa017e006900610020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f007600200076006f00200066006f0072006d00e100740065002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300fa002000760068006f0064006e00e90020006e0061002000730070006f013e00610068006c0069007600e90020007a006f006200720061007a006f00760061006e006900650020006100200074006c0061010d0020006f006200630068006f0064006e00fd0063006800200064006f006b0075006d0065006e0074006f0076002e002000200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e0074007900200076006f00200066006f0072006d00e10074006500200050004400460020006a00650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d00650020004100630072006f0062006100740020006100200076002000700072006f006700720061006d0065002000410064006f006200650020005200650061006400650072002c0020007600650072007a0069006900200036002e003000200061006c00650062006f0020006e006f007601610065006a002e>
    /SLV <FEFF005400650020006E006100730074006100760069007400760065002000750070006F0072006100620069007400650020007A00610020007500730074007600610072006A0061006E006A006500200064006F006B0075006D0065006E0074006F0076002000410064006F006200650020005000440046002C0020007000720069006D00650072006E006900680020007A00610020007A0061006E00650073006C006A006900760020006F0067006C0065006400200069006E0020007400690073006B0061006E006A006500200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E0074006F0076002E0020005500730074007600610072006A0065006E006500200064006F006B0075006D0065006E0074006500200050004400460020006A00650020006D006F0067006F010D00650020006F00640070007200650074006900200073002000700072006F006700720061006D006F006D00610020004100630072006F00620061007400200069006E002000410064006F00620065002000520065006100640065007200200036002E003000200074006500720020006E006F00760065006A01610069006D0069002E>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200036002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200036002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF0130015f006c006500200069006c00670069006c0069002000620065006c00670065006c006500720069006e0020006700fc00760065006e0069006c0069007200200062006900e70069006d006400650020006700f6007200fc006e007400fc006c0065006e006d006500730069006e0065002000760065002000790061007a0064013100720131006c006d006100730131006e006100200075007900670075006e002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e0020004f006c0075015f0074007500720075006c0061006e002000500044004600200064006f007300790061006c0061007201310020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200036002e003000200076006500200073006f006e00720061006b00690020007300fc007200fc006d006c0065007200690079006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043A043E0440043804410442043E043204430439044204350020044604560020043F043004400430043C043504420440043800200434043B044F0020044104420432043E04400435043D043D044F00200434043E043A0443043C0435043D044204560432002000410064006F006200650020005000440046002C0020043F044004380437043D043004470435043D0438044500200434043B044F0020043D0430043404560439043D043E0433043E0020043F0435044004350433043B044F04340443002004560020043404400443043A0443002004340456043B043E04320438044500200434043E043A0443043C0435043D044204560432002E0020042104420432043E04400435043D04560020005000440046002D0434043E043A0443043C0435043D044204380020043C043E0436043D04300020043204560434043A04400438043204300442043800200437043000200434043E043F043E043C043E0433043E044E0020043F0440043E043304400430043C04380020004100630072006F00620061007400200456002000410064006F00620065002000520065006100640065007200200036002E00300020044204300020043F04560437043D04560448043804450020043204350440044104560439002E>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200039002000280039002e0034002e00350032003600330029002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003100200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




